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RESEARCH OVERVIEW

This report covers the period from April 1, 1983 through September 30,
1983. The research discussed here 1s described in more detail in several
published and unpublished reports cited below.

2$~‘A better understanding of the limiting mechanisms in heterojunction
transistors is leading to improved devices. Installation of an MBE system
will allow production of the first samples in December 1983.

Bipolar transistors have been fabricated on recrystallized silicon films
for the first time. These are designed to study the properties of the film.
A fully self-aligned JCMOS device has been fabricated with partial success.
Another three~dimensional device structure, the staggered CMOS device, has
been plagued by leaks in the oxide under the recrystallized layer.

A high-performance FIR filter has been designed at the logic level, as a
test bed for retiming and size optimization algorithms. In a related effort,
progress has been made on a technique for automatically testing adherence to a
design methodology. Among the things checked are threshold drop limits,
pullup network topology, information sources and sinks, charge-sharing faults,
and races.

Several improvements to the PI placement and interconnect program have
been made, including automatic power/ground routing. The program will receive
study at an industrial test site. About a dozen systolic-array
transformations have been identified as potentially important to designers.
One, retiming, has been shown to be computationally feasible. Transformations
between two-dimensional and three-dimensional interconnect structures have
been derived. S~

After a disappointing production run of SCHEME-81 chips, with an
abnormally high diffusion resistance, that yielded no working chips, a second
production run produced some chips that appear to work almost completely.
Reliable sequencing, conditional branching, dispatching, and memory references
have been observed. These chips appear to be fast, supporting a clock rate of
1 MHz. Much of the user interface of the Schema system has been implemented,
along with the basis for the DC analysis. The underlying data base appears to
be reliable.

A list of some of the published and unpublished papers appears after the
detailed descriptions of the various projects. Some of these are reprinted
with this report.




HETEROSTRUCTURE-LOGIC TECHNOLOGY

Fabrication of triply implanted heterojunction npn bipolar transistors
has continued with some improvements in performance seen but gains remaining
low. 1In particular, the excessive base-collector junction leakage, which has
dominated the characteristics of all earlier devices, was eliminated in the
latest devices by removing the sputtered Si0, 4jelectric film covering the
devices and etching ~400 A off the exposed (In,Ga)As surfaces. At the same
time, however, the gain was decreased to approximately 0.2. This severe
degradation can only be explained by increased lateral emitter-base injection
which results in a large decrease in emitter efficiency. An attempt will be
made to confirm this explanation by etching a mesa around these devices. If
this proves to be the correct explanation, an nt-collar will be tried, to
defeat this lateral injection while maintaining a planar structure. The
elimination of the collector-base leakage is a very significant and important
advance because it shows that the damage in this doubly implanted junction
(n-implant into p-implant) is low enough to give low leakage diodes. It
remains to be seen if the minority carrier diffusion length in the implanted
base will be long enough to give the desired gains of 10 to 20.

Little progress has been made on improving the gain of the lateral pnp
transistors, first reported about a year ago. We understand the importance of
the surface better now, however, and feel it plays a crucial role in
determining the gain of these devices. We are presently fabricating lateral
pnp transistors having a field plate (MIS gate) over the base region. This
electrode will allow control of the surface potential, and thereby the surface
recombination velocity at the exposed base region surface. This should allow
both a quantification of the role of surface recombination on the lateral
transistor gain and control of this loss mechanism. If large surface
recombination is the cause for the low gain (~4), a shallow nt implant may
solve the problem as it will tend to shield the minority carrier holes from
the surface.

i

During this report period fabrication of grown junction npn transistors
has started. These devices are made by first growing an epitaxial n-InP,
p*-(In,Ga)As, n-(In,Ga)As heterostructure on an n*-InP substrate. Liquid
phase epitaxy is being used to grow the layers and manganese is being used as
the base dopant. A multiple energy Be implantation is done to provide access
to the p+ base, ohmic contacts are applied, and mesas are etched to separate
the devices. With heavily Mn-doped bases, low gains are seen on both the
three-terminal heterojunction transistors just described and on
phototransistors, devices lacking the base access implant. Recent devices
grown from melts containing less Mn, show significantly better phototransistor
gain (estimated at ~100) but the HJBT gain improves by very much less (still
< 5). Present work directed at understanding this discrepancy is focusing on
the bottom implanted emitter-base junction. This wide band gap homojunction
is supposed to be blocking rather then conducting when in parallel with the
E-B heterojunction; an attempt will be made to demonstrate whether this is or
is not the case, and if it is not, to understand how to make it function as it
must. This point also affects the lateral pnp transistors and is a critical
issue.

The work on ion implantation, particularly on improving the effectiveness




of the post-implant anneal, has led to continued study of the use of a high
intensity arc lamp to do rapid isothermal anneals of implanted layers. This
work began with GaAs, because the vast literature on this material gives a
good benchmark with which to develop the basic arc lamp annealing procedures.
Next, work centered on InP and now, arc lamp annealing of (In,Ga)As (see
publications).

During this report period, an undergraduate thesis was completed (see
publications) in which the first measurements of specific contact resistance
on p-type (in,Ga)As were made. It was found that contact resistances in the
low 10=6 could easily be obtained. At the same time the apparent specific
resistance was smaller for smaller area contacts. Both of these preliminary
observations are very important for devices; these measurements are now being
repeated and extended.

Finally, the molecular beam epitaxy system was delivered in July and
assembled in September and October. While there are still pieces back-ordered
from the manufacturer, cell back-out procedures can now be started. It is
hoped to have the cells baked-out and loaded by the end of November and the
first GaAs and (Al,Ga)As layers grown in December. The work will move on to
InGaAs after the first of the year. Dr. Al Cho of Bell Laboratories has
agreed to provide several graduate students training on (In,Ga)As growth on
his systems in January.

THREE~DIMENSIONAL DEVICES AND INTERCONNECTIONS

Two different self-aligned 3-D structures have been pursued. The first
one is a stacked CMOS gate (JCMOS) and the second 1Is a staggered CMOS latch.
The first structure is primarily applicable in random logic, while the second
is primarily suitable for static-RAM applications. The emphasis in this
research at this point is on development of novel structures that take
advantage of silicon-on—-insulator (SOI) technology rather than the development
of the SOI technology itself.

A partially successful fabrication of the JCMOS structure has been
completed. The key novel feature is that the joint gate is self-aligned to
both the upper and lower channel regions. Thus, the structure is scalable in
lateral dimensions. Laser recrystallization of the topmost layer which forms
the NMOS channel region was used. Since this project does not have a laser
apparatus, the recrystallizations were done at the Sperry Research Center in
Sudbury, MA. It appears that laser melting is the oniy practical technique
for recrystallization of stacked structures at present. Recrystallizing the
top polysilicon layer without affecting the integrity of the two underlying
thin gate oxides remains a significant challenge. This step is by for the
most important yield limiting step. Working JMOS inverters have been
obtained, but the apparent mobility of the NMOS device which resides in the
recrystallized layer is very low, of order 10 cm2/V-gsec. This effect is now
being investigated, along with a modified version of the JCMOS which promises
to yield a more planar surface than the current version.

Fully functional staggered CMOS devices have not yet been obtained. So
far these devices have been plagued by leaky oxides which result from the
thermal shock of the laser recrystallization. In fact, there is little doubt
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that melt-induced recrystallization is not going to be a practical technique
for production of any kind of 3~D devices. However, it still is the only
usable technique for our experiments. Certainly, considerable effort must be
placed on the development of a practical non-melting single crystal SOI
preparation technique.

During this reporting period bipolar transistors in zone-melt
recrystallized filters have been demonstrated for the first time. This effort
although not in the mainstream of 3-D devices was undertaken as a study of SOI
films. Reasonably good recombination lifetimes were found (30-50 ns), but
they are surprisingly lower then independently measured generation lifetimes
from deep depletion capacitance recovery. These latter lifetimes were of
order of 1 microsecond. At this point it is not clear whether this is a real
property of these films or whether the recombination lifetize is lower because
of the more involved process for bipolar devices.

VLSI CIRCUIT PERFORMANCE

Anne Park has completed the logic level design of a high speed digital
FIR filter to be implemented in 3um cMOS. Each chip will contain several
filter stages. A typical image processing application will require on the
order of four chips. The throughput goal is several hundred megabytes per
second. In addition to the fabrication of some fancy hardware, this project
has several high level goals. The first goal is to try out several theories
and tools, developed at MIT, in the context of a high performance circuit
design. For instance, Leiserson”s retiming techniques have been used to
develop the initial logic level diagram. Mark Matson”s optimizer for circuit
level design will also be used. The other high level goal 1is to explore
methodologies for the expeditious design of high performance MOS circuits.

Isaac Bain has been making good progress on a tool for methodology
verification of hierarchically described VLSI circuits. The program 1is
embedded in SCHEMA. The objective is the be able to specify a circuit
methodology at the start of a design, and have the program check conformance
to that methodology as the design progresses. This will relieve the designer
of the need to write a new methodology checking program for each time the
design style is changed. Wiring operators are used to help capture the
designer”s intent. The program implementation is now showing signs of life
and can check simple circuits created in a wide range of methodologies.
Typical checks include the number of threshold drops in a pass tramsistor
network, pullup network topology, Vdd to ground shorts, informationm sources
and sinks, multiple pullups, charge sharing faults, and races.

ROUTING AND COMPLEXITY

Professor Ronald Rivest has worked extensively on the problem of
estimating required channel densities, on the average, given the number of
nets known to be present in the channel. The primary motivation for this
research i3 to estimate the magnitude of the "economies of scale"” enjoyed by
large channels relative to small ones. Suppose the “"efficiency” of an
instance of a channel routing problem is measured as the ratio of the channel




density of the instance to the number of nets in that instance. For small
channels, this ratio is nearly one on the average, whereas for large channels
it approaches 0.5.

This has some surprising consequences for routing gate arrays and
standard cell arrays: it may be more efficient to avoid the usual "divide and
conquer” approach which tries to balance the number of nets appearing in each
channel, and instead use a strategy of trying to maximize the number of nets
in (say) the even channels and minimize the number of nets in the (say) odd
channels, since the savings on the even channels may more than compensate for
the lossage on the odd channels.

The combinatorics of this problem are believed to be previously
unstudied. In this work (joint with Chuck Fiduccia) a channel is modeled as a
set of 2n pins in a row, paired up into n two-pin nets. All the pins are
assumed to be on the same side of the channel, so that there are no vertical
conflicts. (This assumption is not unreasonable, given that channel density
is being used as the measure of routing complexity.) It is also assumed that
each possible pairing is equally likely to occur. While this assumption is
clearly a bit unrealistic in the usual context where some care has been paid
to module placement, it is a plausible first approximation that should be
usable to help quantify the magnitude of the economies of scale enjoyed by the
large channels. Preliminary results indicate that an n-net channel should
have an expected channel density of

n/2 + O(n*k*c)
where ¢ is a constant (yet to be determined) between 1/3 and 2/3.

The PI system is developing smoothly. The placement code has been
completed and revised. The "min-cut” and "hardening” phases of this phase run
quite quickly and give pleasing results. The special ad-hoc code for pad
placement is running smoothly, and does a good job of determining the number
of sides to use for pads.

The PI power/ground code is being revised to incorporate a new algorithm
that runs the VDD tree inwards from a power ring placed just inside the ring
of pads. This is expected to result in a substantial improvement in the
quality of the resulting power/ground tree. The previous iteration of the
power/ground algorithm was presented at the Design Automation Conference, June
1983, by Andy Moulton.

The stretching/resizing code is being substantially revised to generate
better results. In particular, two new features have been added to this code:
secondary constraints and biases. A secondary constraint is a constraint
which is desired, but optional. The counstraint-solving code will violate a
secondary constraint if necessary to satisfy the primary constraints. This
has a number of uses, among the most interesting of which may be the use of
secondary constraints to preserve i1f possible the "nice aligmment” of modules
which have a number of pins facing each other across a channel. The notion of
"bias” also has a number of uses, and quantifies the notion of resolving slack
in a favorable direction. The node-elimination algorithm used to solve the
constraint graph manipulates bias in an interesting way so that some global
consideration can be given to minimizing wire resistance, etc.




The new crossing placement algorithm, developed by Chuck Fiduccia and
Rivest, as described in the last progress report, is being implemented and
included in PI. This code is still be developed; no experimental results to
report yet.

The channel routing algorithm proposed by Burstein, which uses a
hierarchical approach, is being implemented. This code is also under
development; no experimental results to report yet.

A large number of test examples have been run through the portions of the
PI system that are operational. The results are generally quite quickly
produced and of good quality, although there is a perceived need to polish the
channel routers and improve their overall success rate.

The PI system has been exported to the GE Research Lab in Schenectady,
NY, where it is being studied for possible use.

Professor Charles Leilserson has been developing his ideas about systolic
and semisystolic design. He has identified over a dozen transformation
techniques that can aid in producing efficient systolic and semisystolic
architectures. He has started developing models for understanding some of the
phenomena. For example, he has added multiplexors to the
register/combinational logic model used in his work on retiming.

Leiserson has also been experimenting with designs for complex
arithmetic. With a student Ray Hirshfeld, he has designed a fixed-point
complex multiplier that is more compact than one can get by routing together
four normal multipliers. Now being studied is whether a three-multiplier
version, which saves area, can be made to run as fast as a four-multiplier
complex multiplier.

Leiserson has started a software project with Miller Maley and some
undergraduates to build a layout compactor. The compactor will do
one-dimensional compaction with automatic jog introduction. The jogs will be
introduced optimally using a polynomial-time algorithm. The theoretical basis
for the compactor is being developed and the algorithm improved. The reason a
software project is necessary is because the real-world performance of the
algorithm would seem to be much better than the current-best theoretical
analysis.

With Sandeep Bhatt, Leiserson showed that a problem of orientating
rectangles in slicing floorplans was polynomial-time solvable.

Professor F. Thompson Leighton is studying several VLSI-related problems,
including: conversion of 2-dimensional layouts into 3-dimensional layouts,
design of networks for very fast parallel computation, upper and lower bounds
for sorting and packet routing, bounds and algorithms for channel routing, and
the problem of decomposing a graph into a small number of stacks.

In the area of 3-dimensional placement and routing, Profs. Leighton and
Rosenberg (Duke University) have developed algorithms for transforming a
2-dimensional layout with area A and maximum edge L2 into an H-level
l-active-layer layout with volume V=0((A/H)logA) and maximum edge length
L3=0(L2/H). These bounds are close to the best possible. Moreover, the
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results indicate that, for many circuits, the added ability to locate
transistors on multiple layers (as opposed to only wires) does not decrease
the volume needed to embed a circuit in a chip.

In the area of parallel computation, Prof. Leighton has developed a
simple network (the mesh of trees) that can solve a variety of problems
(including sorting, Fourier transform and matrix multiplication) in 0(log N)
steps. Current research is directed towards finding additional applications
for this network as well as for the related multidimensional mesh of trees and
the shuffle-exchange graph. Particular effort is being devoted to finding
fast, area~efficient networks for packet routing and sorting. As such
networks can efficiently simulate an "ideal computer,” their discovery could
have important applications to the design of supercomputers. Initial work in
this area has also led to the discovery of improved lower bounds for the
communication complexity of sorting.

In the area of channel routing, Dr. Baker (Bell Labs), Sandeep Bhatt (a
contract-supported graduate student) and Prof. Leighton have developed a
linear-time approximation algorithm for Manhattan routing. Unlike the many
heuristics previously discovered for Manhattan routing, the new algorithm is
guaranteed to produce a routing that has channel width at most a constant
factor times the optimal channel width. As part of the work, Baker, Bhatt and
Leighton formalized the notion of channel flux which (like channel density) is
a lower bound on channel width. Initial work with Dr. Pinter (Bell Labs) omn
the related problem of unrestricted 2-layer channel routing suggests that it
may be possible to route any 2-point net problem with density D in a channel
of width D+0(D2/3). This 1s nearly a factor of 2 better than the best
previous bound and seems to require only a few unit-length vertical wire
overlaps per net.

In the area of graph decomposition, Dr. Chung (Bell Labs) and Profs.
Leighton and Rosenberg (Duke) are studying methods for "embedding a graph into
a book” so that the nodes of the graph are arranged in a line along the spine
of the book and so that the edges are drawn without crossing on the pages of
the book. The problem 1s to minimize the number of pages needed as well as
the size of the pages. Advances on this problem (which is known to be
NP~complete) will have direct application to a variety of wire routing
problems for which no good solutions are known. In one application, each page
of the book corresponds to a layer of interconnect on a chip. In two other
applications, each page corresponds to an electrical last-in-first-out stack
of transistors on a chip.

ENGINEERING OF INTEGRATED SYSTEMS

The SCHEME-81 chip has been tested and found to be functional.

The first chips were received from M27PAl almost 9 months ago. Jon Taft
made a beautiful interface for using a SCHEME chip as a computer, interfacing
the scheme chip with a sophisticated clock generator, single stepping
hardware, history capturing hardware, and main memory cards from the lab“s
production run of Lisp Machine memories. The first chips were tested with
very discouraging results. There seemed to be little life in them and it was
hard to tell what had happened. The voltages coming out of the chip were very
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low. The hishest outputs were about 2.3 volts -- barely triggering the TTL
circuitry. This made the testing very difficult. After much deduction and
testing, it was hypothesized that the problem was that the high diffusion
resistance (45 ohms per square in M27PAl) was the source of the problem. The
high diffusion resistance problem was accentuated by the very good K” of the
transistors in the three micron process. This led to high currents in the
inverters, and hence more voltage drop in the ratioed logic paths.

The pads, between the pad ring transistors and the pad logic, were
stretched to accomodate the huge ground bus of the chip, but the pad
electronics was powered by diffusions which cross the ground bus. Since two
inverters occupy the pad logic, one or the other was always on. Simple
calculations of voltage drop across the minimum width diffusion showed that
this was the source of the low output voltage for the pads in the "high"” logic
state. The same source of voltage drop also affected the intermal logic high
levels on some critical tri-state pads outputs. For a while, it was thought
that these bad internal levels were the reason the parts were nonfunctional.

The observed failures could not be correlated with this theory, however,
and eventually the real problem was discovered. The diffusion resistance also
affected the zero level on superbuffer drivers for the main microcode PLA
OR-plane. The voltage drop through the "ground™ diffusion was calculated at
about .9 volts under normal conditions —- far above what is necessary to
destroy the logic zero level needed in the PLA. The machine could be
sequenced and would do simple things if Vbb was carefully adjusted to raise
the threshold of PLA transistors, compensating for the bad zero levels, but
this only worked marginally, since the one levels were also bad. (The same
cells would have worked fine on the SCHEME-79 process where the diffusion
resistance was only 10 Ohms per square and the transistors had a lower beta).
The message here for other designers in the 3 micron process should be clear:
Don”t ignore the parasitic diffusion resistances in power, and especially
ground lines. Even small numbers of squares of diffusion can be enough to
destroy the logic zero levels in the gates.

After this problem was discovered, the cells were redesigned to improve
the performance on high diffusion-resistance processes. This is now complete,
and simulation is in progress, in preparation for submission of the revised
design,

This is where things stood until a few months ago when 11 bonded chips of
the original design processed on M33MBAl were received. The diffusion
resistance on that process is about half of the resistance of M27PAl. These
chips were tested and they appear to show vastly improved behavior,
vindicating the hypothesis. The new chips have reasonable high levels (4
volts) and have reliable behavior. One of them almost works completely! It
can sequence reliably, conditionally branch, dispatch on data stored in the
registers, and make memory references. It fails in some states, though this
is probably a random processing failure. The initial yield was expected to be
low, so it is not surprising that no chip works perfectly, but in a large
collection of such chips a few good parts would be found. The other good news
is that the chips appeared to be fast, with a reliable clock time of 1
microsecond. This meets the original design spec of the chip and would admit
a very impressive perfomance in running scheme programs.
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In using RNL on the redesigned layout, the parasitic resistances of the
clock distribution network became apparent as a major performance limiting
factor. Others should be concerned about the parasitic clock distribution
resistance in large designs if they are after performance.

A trick used in most industrial design, which has not migrated into the
university community is to use the buried contact layer as a lower resistance
interconnect in processes with shallow high resistance diffusion layerrs. The
buried contact, since it is doped with phosphorous rather than arsenic, tends
to diffuse much more deeply, and hence be much lower in diffusion resistance
that the normal shallow arsenic diffusions. For power distribution, and for
clock crossunders this can be a valuable technique in reducing the parasitic
resistance. Expect 7~10 ohms per square for buried contact material, rather
than the 40-60 ohms per square for shallow dif.

Dvring the past six months work has accelerated on the Schema system.
The overall specification has been completed and work has turned to
implementing the system. The system is divided into three layers. The first
layer consists of the databases and tools for interacting with the databases.
The second layer contains analysis routines, while the third layer contains
the synthesis software.

The first layer of software is essentially in place and usable. Besides
the databases for dealing with topological specifications, there is a
schematic capture system that allows the designer to graphically specify the
topology. Appropriate mechanisms exist for representing waveforms, device
models (including process corners) and interacting with different simulators.
Work is proceeding on completing and polishing the databases and graphics
system and enhancing it in several ways. Much of the polishing is being done
by Jeff Eisen. Kent Pitman has begun studying the problem of dealing with a
distributed design database. Doug Alan has been developing a procedural
representation for simulation specification.

The design of the analysis layer software has begun. This layer 1is split
into several components. The component currently being worked on is
responsible for DC analysis. The purpose of DC analysis is to allow the
designer to specify DC electrical parameters (voltages, currents, power, noise
margins) which the system will use to deduce initial values for device sizes.
In addition it will derive these DC parameters from a completely sized
schematic (with the help of SPICE). Naturally, as the design is polished This
has two advantages. First, topological specifications are insulated from
process variations. And second, although the initial device sizes may be
modified as the design is polished the Schema has available detailed
electrical information about the intent of the designer which can be used to
validate the final design.

The key problem in doing constraint based circuit analysis, as described
by Stallman and Sussman, is solving the system of non-linear equations that
results. Unlike bipolar devices, the first order device equations of MOS
transistors are polynomials. This allows use of the Grobner basis algorithm
for ideals to manipulate the constraint equations. This is a far more
effective technique than the resultant techniques used by Sussman. Hand
simulations indicate that these techniques should allow dealing effectively
with circults of a dozen or so transistors easily.
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Completion and integration of DC analysis system will proceed this fall,
and attention will then be turned towards AC analysis during the Spring as the
simulation subsystem is completed.
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DIOGENES: .
A METHODOLOGY FOR DESIGNING
FAULT-TOLERANT VLESI PROCESSOR ARRAYS

Fan RE. Chung”
Seafl Ladbarstories

ABSTRACT. In [19]). Rosenderg introduced by example

the Diogenes spproach to the design of fauit-tolerant

VLS] processor arrsys. Io this peper, we uncover the’
principley underlying the spproach, and we derive (rom

\bem a strategy for producing Diogenes designs for arbi-;
trary interconnection networks. We use the strategy to

detive oplimal Diogenes designa of trees. grids, X-treas,

and Boolsan n-cubes. s well as surprisingly efficient

designs of Benes permutation networks.

1. INTRODUCTION :

We study hers ons facet of the prodiem of designing
fsult-tolerant microcl uitry, in an environment tailored
to a popular V1S! architecturs: arrays of identical pro~
cessing sisments (PEs;. Our specific problem is tbe tol-

Me P{Apx) Problam. We want to construct an n-node'!
array A of identical PEs. By using conservative dexiga
ruies, we may assume that we can fabricate wires and
switches perfectly. But we wish to desigo PRe aggres-
sively, to owximize density and speed. As & resull, the
PEa experionce debilitating faulls independeatly, with
probebility p. We want to design a fauit-tolerant arrsy
of PEs, that

© can be configured to simulate the arrsy A;

® utilisws at least the fraction u of the tsult-free

PEs (s we fabricate o/((1-p)u) PIs to get the

desired o-PE arrey):

® gdmils ap efficient layout; and :
® utilises & switching mechaniem that is siople (in
structure end in sese of vonfiguration).

Our e ebjuctive is to study and extend the .
Disgenss {19] approach to the P(A:p.u) prodlems. The

qualitiss of the approach — notably, transparency to the

PE designer, simplicity of configurstion, and high utill- .

mtion of fault-free PEs - suggest the desirability of

studying the epproach with an eye to applying R to s -
wide waristy of intercomsection vetworks. The first

frulta of our study are reportied bers. Related theorels-
esl tasues cccupy [8). .

Ve procesd as follows. By analysing e sampls
design, we uncover the principle underlying the
Diogenes approach. We use that principle to derive a

.Strategy for producing Diogenes designs of e~bitrury

Intarconnection netwurka. WiJl.ustrate the strategy by

"ol Laboratories, Murrey HiS, NJ 07074 USA
%Me.m“mv y for C S

F. Thomson hlghbﬂ’
’ 1]

Arnoid L Rossnberg!
Duke University

deriving optimal Diogenes designs of arbitrary trees. of
grids, of X-trees, and of Boolean n~cubss, es well as &
surprisingly sfiicient Diogenes design of Benes permuta-
ion networks {3]. The paper closes with resesrch ques-'
tions awaiting resolution.

Moisted Work. The lechniques that have been ”'
possd in the literaturs for solving the P(A:p.u) probism!
use ons of two banic strategies. The echeums in
[2.9.12.13,18.22] incorporats into esch PE & switching
element that can connect that PE to some fSxed reper-
toirs of potential neighbors. Appropriate switch setting
in the fault-fres PEs inter s somm fraction of the

PEs to realize the ideal array. The schemss in
4.11,15,18.19,21] posit & switching netwark disjoint from
the PEs. PEs are constructed as if for the \dssl array,
but are intercoanectsd through the switching net'rark.
ratber than directly. The scheme In [10] employs al

-bybrid strategy.

There bave bewn s fow papers that analyze rather
than present design methods [17] evaluates four
approaches for designing fault-tolerant linear arruys.
His main conclusion is thal such svalustions cannot be
abaclute: one method may be preferred when designing
emall arrays of large PEs, whereas another is superior
for large arreys of small PEs. [14) darives a model for
amsesuing the oot of & given design strategy. [20])
prosents svidence that the internal-switch strategy pro-
duces designs that consume too much layout ares to be
ooosidered for any but the smallest arrays.

2 TEE IIOGENES DESIGN APPROACH |

]

£.1. An inferzoal Deseription

The major aims of the Dioganes dssign spproech:
are:
® to render Whe design of the fault-tolerant netwourk.
traasparest to e desigoer of the PEs; !
® to ooastruct a tion mwchanism that is
reconfigursble and as sinple ss possitile to "program” to*
the desired strusture:
® lo enbance testability at a system fevel by building
inlo every ezrray e scan-in/scan-out mechanism for iso-.
lating and sccessing sach PR;
® t5 utilize (Lo he extent allowed by srray structure) oll.
fault-tree PRs.
Thbs approach cap be sunynarized as follows,

, MIT, Cambridge, MA 02139 USA

of Computer Saence, Duke Univeraity, Durham, NC 27700 USA
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One wihes 1o soive the P(A:p.a) probiem for some’

1

arrsy A One begins by tabricating IA/((1-p)u) PEs
a (logical, If not physical) line, with some number of
adiss” of wires ruaning sbove the line of PEs. One
scans along the line of PEs to detarmine which are

and which are fsult-free. As each good PR bs
ntered, it is hooked into the buadies of wires
through a network of switches, thereby coanecting that
PE to the fauit-free PEs thal have alrsady dess found
and preparing it tor eventual connection to those thet
"l be found One stopr looking for good PEs ance A
bave been found. (Alternatively, one couid look for all
the good PEs, and build the largest array of the given
structure that one can.)

85Eg6
Hi

: ey

Mgure 1. One cell of the Diogenes layout of the deplh-3 complete binary
tree: (a) unconfigured; (b) configured for a faulity PL (c) configured for
& good leal-PE; (d) configured for & good noanlesl-PR

-

Por illustrution, consider an example from [19]. &
7-nods complste binary tree. Thin e petwork
structure needs only one bundie of wires, and that bun-
die needs contain oniy thres wires

Nate. To simplity exposition, we depict arreys with
unit-bandwidth communication Lnks. Removing
this restriction is just a clericsl matter.
Ozu).uﬂ of a Diogenes layout of the tree appears in Rig.
1(s
Nete, The lines above the PE are the singls bundle”
peeded for the layoul. The gwitches, represected
for simplicity by pass transistors, are setl by two
control lines, GOOD that is high when the PE Is
fauilt-free and low when it is faulty, and LEAF whkich
is high when the PT is to act as & lzaf of the tres
and low otherwise. Jigs. 1(b)-(d) indicate bow the
switches are set.
The layout of Tig. 1(a). described in tarme of & depihd’
tres, wes derived as follows. We start out with the PEs in
a line. Ve construct a singls bundle with wires pum-
bered 1.2...4. We test ibe PEa 20 that we kmow which
are good and which are faulty. Next, wy proceed down
ths tne of PEs fram right to isfL. As we encounter &
good PE that is 1o be a lesf of the tres (a siczple numert- '
cal formula tells us which should be leaves), we bave it
connect Up (o line 1 in the bundle (thereby preparing it
to connect to its fether in the tree), simultansously bav-
ing lines 1 through 4-1 “shift up”, to “becoma” lines B
through 4, respectively; switches discoonect the laft
parts of the lines from the right parts so thet node-to~
node connectivity recwing correct. The bundie bas thus
bebaved like & steck being PUSHed; see Lhe lsNt side of
Figs. 1(c.d). When we encounter a good PE that is Lo be
® nonlea? of Lbe Lree, we connect it Lo the stack/bundie
in two stoges. Tirst, we bave the PE connect up Lo Unes
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Agure 2 (s) The depth-3 compiste binary tres. {b) The width-3
Diogenes (preceder) linearization of the tree.

1 and 2 of the bundie (thereby connecting the node to
ta sons in the tree), simultansously baving lines S8
through 4 “shift down” Lo “become” lines 1 through d-2,
respectively; again switches snsure that proper node-
to-pode conmnectivity is maintained. The bundle das
bers bebaved like & stack being POPped: see the right!
side of Fig. 1(d). Second, we have the PT PUSH a con-
Bection onto the stack, to prepare for eventual connec-
ton to its fether in the lres. The process we have
desuribed here lays the tres out in preorder (ct. Fig. 2).
Hence, & d-wire stack/bundle suffices to lay out s
depih-d complete binary tres.
Note. Our design strategy will require highlighting
certain edg-s of the network being laid out, as well|
&9 adding .ew sdgss to it. Highblighted edges in!
Figs. 2-4 are rapresented by bold lines; added;
sdges are represented by dotted Unes. ‘nui
signiicance of both kinds of special adges will be'
ezplained in Section 4. ¢

The preceding azample should sufiice to intreduce
the Diogenes spproach. The designs in [19) simplity the
problem of configuring the network by organizing their
wire bundies as either stacks {as our example) or
queues. For example, two bits of information (= coatrel
lines) per PE suffics to canfigure s line of PEs into any-,
depth compleis binary tres: one bit tells whether or not:
& PE is good: the other telle whether or not it'a a leaf. A}
less structured bundle (e.g.. a crossbar) would require a
aumber of bits per PE proportional to the depth of the
tree. :

22 Mack-Indosed Layouts

The Diogenes dasign approsch is distinguisbed from-
sther external-rwiteh approsches (e.g.. [4.18.21)) in Ite
structuring switches so that wire bundies behave m»
stacky or queues. N is Lis organizing principle that n‘
exploit to extend the approach to arbitrary intercon-
pection networks. ‘

We restrict sitention bers to Dicgenes designs that
erganite wire bundies us stacks. Stack-bundies are (es
poiated out in [19]) easier to implement than queus-
busndies, thersby reinforcing our quast for sasily appli-
esdis results. Moreower, it \s our experience that learn.
ing ts redson about stacka helps one L0 resseo sbout
gueves.

Finally, an svenus for simplificati Toe Diog
"recipe” bas two parts: s fauity PL iz passed by without
hooking i into sny stack/bundie; s fault-tree PE is
hooked into the bundies in some relatively licated

igoores bad PEs by straigbtforward use of the COOD con-
trol lines that appear in svary Diogenes design (cf. Fig.
1). The interesung sspect of Diogenes designs is how
they use stacks to realize interconnections among the
good PEs. Recognizing this, we simplify our study by
ighoring the GOOD lines and their role in network

tion. This relegates o the background the
fault-tolerating aspect of the motivating probliem and
concenirates solely on the problem of how Lo use stacks
to configure a line of (fauit-free) PEs into any desired
array structurs. .

Tbe sssence of baving & wire-bundle act as a stack
is that inter-PL connections made using that bundle
Bever cross.* (This is both necessary and sufficient.) Our
topic of tudy thus red to the following. As is cus-
tomary, we view arTays es undirectsd grapbs (ef. [12]).
e Formal Prodlam. To partition the sdges of
the graph G and to lay C out in the plane in such & way
that:
® the verticen of Clis on & Uine:
® alj adges of G lie above the line;
© 0o two edges lo the sams block of the partition cross.

In view of our sarlier remark. it is clear that our
prodlem of realizing arrays using sacks is equivalent to
tbe formal probiem just stated. A third formulatioe will
be uveful for insight.

The grapb G is sufevplanar It its vertices can be
placed on & circie in such & way that the edges of G are
aongrossing chords of the circls. .

Propasition }. [8] A graph is realirable with one stack if,
and only U, it is outarplaner,

Ve are. thus, studying multé-outerplanar graphs:
The grupb G is k~eulerplanar if it is the union of &
outsrplanar grapbs whoss outerplanarity is wit-
nessed by the same lsyout of Vertices{G) ou a cir-
cle.

£ {6] A graph is realizable with k stacks if,
and only U, 1t is k-outerplanar.

23. The Quality of & Diogenes Layout

Three paramelers owasure the quelity of «
Diogenes layout of a grepb G:
1. the number of stacks employed in Lhe layout: :
£. the (a) snduddual and (b) lative (stock hridthe
(= oumber of lines) of the stacks used in the layout;
$. the number of control bits nesded Lo configurs the.
layoutl: given the layout, each vertex v of G has an asso-

wsy. The former prescriplion is not murnt;u-. one

iated vector of pairs of nonnegetive integers. ealled its
type.




Tiv) & <<L.Ry>, clgRy>, ...>:
sach iy (rezp.. R) is the number of edges incident to v
that connect wis Siack i Lo verlices iying to the left
(resp.. right) of v. This measure Is the base-2 logarithm
of the number of distinct vertez-types in the layout of G,
ig. the number of “control” bits needed to confgure
the layout ip the presence of faulta.

We weight these measures in decreasing order of

importance when “optmining” layouts. In (8] we study
tradeofls among them.

3. DIOGENES LAYOUTS OF TREES )

Our layout of the n-node complete binary tree is
optiznal with respect to all three quality measures its
one stack respects the outerplanarity of the tree (Prop.
1); its log » width respects the lower bound of [5); apd
its two cantrol bits per PE respects our insistence on
fault tolerance. We can do almost as well with arbitrary
trees. :
Puct 1. (s) Any n-node k-ary tres admits a Diogenes lay-
out with one stack of width £ W(n) =, k/2 log n.

(b) There is s fixed layout using s single width-W(n)
stack and using 1+2logy(k+1) control bits per PE, that
can be configured to any k-ary tree baving n or fewer
nodes.
Proof Skatch. Lzt C be & graph. One adds ¢ fringa to s
wertsx v of G by appending Lo v & line of (possibiy 0) ver-
tices:

vy =y, rR0.
A fringing of G is a graph obtaned by adding a fringe to
sach vertex of G.

Coancentrate on one vertex v of G. Say Lhat when G
is lnid out, v is Sanked by vertices u and w. let v hawe
two fringes, v,,....v,and ¥, ... ¥, (one or both can be
empty). lay the fringes out in the indiceted order,

between eitber u and v or v and w, To choose the sides

and stacks, look at v's type. Put the Oirst fringe on the
side and the stack having the smallest integer entry in
¥'s type: place the second fringe using the smallest:
entry in vs (vow altered) type. This increasss the
cutnulative stackwidth by at most 1, while leaving the
stacknumber unchanged. :

Fact 1 now fallows by verifying that any k-ary tree T
can be "huilt” by levels, by starting with a single vertex
and “double™-fringing the graph £ Xx/2 log [T} umes.
The number of control bits follows from counting the-
number of distinct veriex-types when all vertices bave’
degree st most k+1. [} ’

4. A GENERAL LAYOUT HEURISTIC .

The layout tachoique of Fact 1 builds expiicitly on
the structure of the graphs being laid oul. It wouid be
useful Lo know what to look for in an interconnection
aetwork’s structure to heip one find eflicient layouta of
arrays of that structure. Experience from numsrous
Diogenes lsyouts has ied us to the following heuristic. *

The grapd G is Aamiltondan if there is @ cycie in the
greph that meels each vertex just once. The graph C' is
an augmentotion of the grepbh C f C' is oblained by
adding k » 0 edges to0 G. ’
4.1. A Beuristic layout Procedure.

To 8nd a Diogenes layout for C:
1. Augment G (if necessary) so tbat it bas a hamil-
tonian eycle.
2. Cut (be cycle to obtain s layout of C in & line.
'3. ‘hun edges (o stacky using edge cotoring as in
]

As one exampie of the heuristic, our layout of com-
plete binery trees results from epplying the procedure
to “preorder”’ sugmentations of the trees. (See Fig. 2(a);
the ch eycle ists of bold and dotled Lnes.)
Other one-stack layouts of trees exist (cf. [7]), but none
bas smaller width or number of contro! dits.

42, Origin of the Reuristie '
The bsuristic had two origins. First, the beuristic
smbodiss the proof of Propesition 1. Secong, it embo~
dies tbe proof of the {ollowing generalizalion of Proposi-
tion 1 to » wide class of planar graphs.
A graph is subhamiltonion {f it has a planar bamil-
tonian sugmentation.
Proposition 3. {8] The graph G is two-stack realizabie (=
2-oursrplanar) if, and only U, it is subbamiltonian.

43. Applisstions of the Hauristic.

Square Grids

The sugmented cycle formed by row-by-row sweeps
in & squere grid, as indicated io Fig. 3(a). Inads to the
layout af Fig. 3(b). which is optimal in number of stacks
(the grid is plapar but not outerplanar), steckwidth (see,
«.g.. [18]). aud number of node types {the layout distin-
guishes only between sast-to-west and west-to-sast rows
of the grid).

Fact 2. The nxn square grid admits a two-stack Diogenes
lsyout with stackwidth n and with two node types. This
reakization is optimal in all three parameters.

X-Tress .

The depth-d X-ivee X(d) is the augmentation of the
depth-d compiste binary tree that adds adges going
across sach level of the tree; see Fig. 4(a).

X(d) bas cutwidth d and is subhamiltonian, but not

outerplensr. Thus the best poasidie Diogenss layout
would use two stacks of width d. It is very bard to ind a
tworstack layout of stackwidth smaller than roughly 24.
(ALl obvious bamiltoaian cycles lsad to this enormous
width.) Tbe hamiitonian sugmentation of X{d) eof Fig.'
0?} leads to the stackwidtb-3d two-stack layout of Fig.
4(b).
Fact 3. X{(d) admits a Diogenes layout with two stacks,
one of widlh 2d and one of width 3d. This realivation is
optimal in stacknumber and within a factor of & of
optimal in stacikwidth,

The only subtiety bare is to wverily the claimed
stackwidibhs. Az part of our sketched verification, we
describe the layout more formally. We proceed by
induction. Say tbat we have a Isyout of X(d-1) with the
claimed paramisters and the following torm. We depict
the layout schematically by its linearization of the ver-
tices, together with a few relevant edges. For sumplicity,
we draw edges in stack 1 sbove the line, those in stack &
below the line. -

Layout J. .ﬁ‘

- Dere r.st ere, respectively, the root of X(d-1) and its left

and right sons; a.8 are Lbe stris.gs comprising the rest of
the trees’ vertices. Assume for induction that in Leyout
1: (1) We left spine nodes (= lefimost nodes at sach
level] of X(d-1) appear in leaf-to-rool order in a. the
right spine nodes [the rightmost nodes st each level]
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£ Agure 2 The muare grid and its Diogenes lineartzation.
Agure 4. (s) The depth-4 X-tree X(¢). (b) A c-o-suak. widtb-4 Diogenes

. F' linearization of X(4).

(a)

appesr (nonconsecutively) in root-to-lsaf order in #: (2)
the nodes ra.l. and all of the left and right spine nodes
are azposed from Lhe botlom, in the sense thal no edges
pass totally under them: (3) the width of stack 1 is €
24-2; (4) tbe width of stack 2 is O delow the left spine
nodes and is < 3k-3 to the right of the level-(d-k-1)
spine nodes. Take a 4 copy of Layout 1:

layout 2.

asTUs;

Tbs layout of X{d) [whoze vertex-set is the union of the
vertex-sets of its two depth+(3-1) sub-X-trees, plus a
root oode r*] is obtained from the indiceled layouls as
follows:

Imyout 3,
asrr J' vy,

A cureful analysis of the composile layoul extends the
tnduction. Analysis of emall trees complstes the induc
tioa, which establishes our claims.

Tmaes Permatation Netwerks

Let o be s pover of 2. The n-inpul Bmas network
() is defined inductively as follows: sse Fig. 5(a).
® B(2) is the complete bipartite graph Ky on two tnput
wartices i; ). iy 5 and two sulput vertices 0, . 01 5
® H{n) is odlained trom two copiss of B(n/2). n new input
verticss, i, dyg....igs: SNd N new output vertices,
Op.1:0p.2n....0q,. FOr sach 1£ken, one adds edges creating
one ecopy of Kgg with "wnputs” i, andy ¢ ond

Q)

“outputs™ i exand I'y,qy and one copy of Ko vlu:
“ioputs” oy/gy 80d 0°y/py and "cutpuls” oy end Oy peqs
{primed vertices come from the second copy of B(n/! 2))

Bsnes networks are planar, b require at
least three stacks. We bave not yet achieved this bound,
but we have found a six-stack realization, by means of
the hamiltonian cycle that alternates running up and
down the “columns™ of inputs and outputs of B(n): see
Fig. 5(a). Ve use three stacks to connect sach "column”
of wartices to the next; and we alternate szets of three
stacks as we proceeed along the grapb. It is surprising
that any family of graphs capable of realizing all permu-
tatiops can be leid out with a xed number of stacks.
Puct 9. B(n) adroits @ Diogenes layout using six stacks,
each of width n. This reslization is within a factor of 2
of optimal in stacknumber and wilhin a factor of 8 in
stackwidth.

The sams layout strategy yialds lnyouts of comper-
abie sfbciency for structural relatives of B(n), including
(log n)-stage cyclic shifters.

The Booisan o-Cube

The Belean n-cube C(n) bas as vertices the set of
all leaglh-n binary strings. String-vertices are ad)scent
just when they bhave unit Hamming distance. Thus C(n)
bas 2* wertices and n2* edges. Since C(n) is bard to
wnsualize for n>J, we describe its effcient layout in
termas of strings ruther than the grsphical mediumn of

‘hamiltonian cycles.

Fact 8. C(n) is n-steck realizeble, with one stack of
widlbh 2 for each Ogi<n. This reahizslion it within & (ac-
tor of 2 of optimal in Doth Macknumber and cumulat ve
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Pgurs 5. (a) The B-input Benes network. (b) A six-stack layout of the -
frst three levels of the networik.

stackwidth.

The lowsr bound on stacknumber is immedists from
three facts: (a) Stacknumber(C(n)) » the number of
outerplenar graphs into which C(n) can be decomposed;
(b) an Nevertex cuterplanar graph has st most 2N edges;
(c) C{n) bas n2® = N logy N edges. The lower bound on

. curniative stackwidth is sasy Lo derive. P

The upper bound is ssen most sasily by descriding
inductively the linearization of C(n)'s vertices.
* C(1)’s vertices are laid out as folows, :
01 '
#0 one width-1 stack suffices. !
* Assume thet C(n) is reslized with n stacks of widths -
1.2.2*°%, via the linearimation (letting Na2®) Vo
Bibs---Pn :
sach B, baing a distinct length-n binary word. The
following layout for C{n+1):
08,08 - - - Ofiylify - - 14,18, :
uses just one mors stack, of width N=2® This
extends the induction. .

1. la there s fized number S such that all planer
graphs are S-stack realizable? t
& ls there a fixed number S such that all N-node
outsrplanar graphs can be realised with S stacks
of width proportional to log NY .
Tbe depth-n ladder L(n) is an nx2 grid. (a) L{n)"
is outerplanar, bence one-steck realizable. (b)
Aoy one-stack realization of 1(n) has’
stackwidth & n/2. (c) There i3 a two-dtack
unit-width realization of L{n). !
S. Is there a fixed number S suzh that all N-node
placar subbamiitonian grapba can be realized with
8 stackn of width proportional to NV
4. Can Benes patworks be rwalieed with fewer than six
stackn?
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AN EXPERT SYSTEM FOR VLS! DESIGN

Richard Zippel

Laboratory for Computer Science
Massachusetts Institute of Technology
Cambridge, Massachusetts

Abstract
This paper discusses the motivation and proposed fune-
tiopality of an expert system to aid the design of VLSI sys-
temns. We present some guiding principles for the construc-

tion of such a system and discuss the organization chosen

in our particular system, SCHEMA.

Introduction

Much of the current VLSI research in universities con-
centrates on those aspects of the design process that enable
ope to turs an idea into a set of masks as quickly as pos-
sible. Converting those masks into fully functional parts
with adequate performance and acceptable yields is an ar-
duous task that often requires at least as much, effort as
the initial design. This task is often left undone, and the
consequent degradation of functionality, performance and
yeld 1s chalked up as a cheap price Lo pay for participating
in the VLS revolution. la certain situations these costs are
small when compared with size and reproducibility benefits
over a comparable MS] implementation, but ope cannot
casvally ignore a factor of 10 improvement in performance.

It is always easier to incorporate fupctionality at the
begioning of a project than splicing it in after completion.
This is surely true of performance and yield considerations
also. It is our belief that with proper wols, desigoers will
be willing and able to take these aspects of the design
into account early in the design process. At first tape-out,
the designer of an integrated circuit should mot only be
confident that the design bas the desired functionality, but
that it also meets the performance goals that have been set.

Furthermore; the desigoer should not need to relax
the project’s performance goals to use the design system.
Tbe design system must not sacrifice performance or area
(vield) significantly. Otberwise, the system would be used
oaly for the “unimportant” projects. [n our opinion this
design system should mitially act as a designer’s assistant,
keeping track of the details the designer does not care
about and performing the monotonous, repetitive opera-
tions that would be delegated to apprentice designers. Ex-
amples of monotonous. repetitive operations designers re-
quest of bumas apprentices are: Does this inverter bave a
trip potot of 2.3 volts” Does the bootsirapped node boot?
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Or: Does this adder operate properly after a stretched elock
cycle’ Using tools that can answer these questions as a
basis, more powerfu) and reliable design synthesis tools can
be built.

Such a design system needs a more sophisticated mode!
of the circuits and of the desigo than is iscorporated in
most VLSI design systems. It would embody a fair amount
of “expertise” in circuit and system design. By virtue of
“knowledge” contained in the system and the variety of
ways that information can be used, such a system would be
considered an expert system in VLSI (circuit) design.

Criteria for Expert Systems

We are building a system called SCHEMA that at-
tempts to deal with these issues and provide the sort
of environment just described. The following paragraphs
describe some of the design criteria we are using to organize
SCHEMA and some of its proposed functionality.

Much of, SCHEMA's organization is based on our
experiences with MACSYMA (a very large system for
performing symbolic mathematical calculations) and its
shortcomings. The following three design criteria have been
suggested for knowledge-based systems in other areas, and
we fee] they are a good guide for what should be expected
from current knowledge-based systems.

First, the system should provide anp integrated, user-
friendly epvironment. For instance, a schematic should
ooly be entered once, and the system sbould be able
to check it against the layout or any other comstraints.
Though this is mostly for the users’ benefit, we bave ob-
served that any operation a user might want to perform
eventually will be required by a program. Integrated
facilities greatly ease later development of software and
design tools.

Second, the system’s internal semantics must makch
those of the final user as closely as possible. The ioternal
routines must be able to deal with concepts like equilibrated
differeptial signals, nodes that need 1o be bootstrapped and
low impedance outputs. If these semantics are not used
then it 13 very likely that inconsistencies will creep into the
system. These inconsistencies will be hard to rationalize to
bhumabn designers.

In the same way, it is important o let the designer




provide information in whatever form is most appropriate
for the problem. Often the way the information is specified
cap be used to guide later computational strategies (the
system koows what the user feels is important). For
istance, io specifying ap iaverter the designer should
oply nced o specify a few of the foliowing interrelated
parameters: pullup/pulldown transistor width and length,
pullup/pulldown shape, DC gain. inverter trip point, low
output DC current, noise margins and rise/fall time for
a given load. Existing systems require the designer to to
specify transistor widths and lengths. Often the designer is
more concesned with one of the electrical parameters, like
DC current. lo this case, the designer should not be re-
quired 1o specify wransistor sizes to achieve the DC current
parameter, but the DC current should be specified directly,
while the system computes the transistor sizes.” The in-
verter operates properly if these electrical parameters are
achieved, sometbing the sysiem can check and maintain.

Third. the system must be able inform tbe designer of
the basis for its results. It must be able wo provide the
designer with the reasons why circuits bave the topologi-
cal or physical structure they have and why certain struc-
tures were rejected. If the system generates a surprising or
upusual circuit, it is important that the designer be able
to determine the sysiem’s rationale if she/he is to use it
confidently.

These principles, especially the last two, lead to a
different sor1 of design svstem from that found in current
silicon compilers or other syptbesis tools that are being
developed. When design fragments are synthesized, addi-
tional information must be produced w explain the pur-
poses of the design's components. This additional infor-
mation is nearly always missing in silicon compilers, which
generally only produce a final layout or circuit diagram.
Consequently it is difficult for designers to modify the
design if it doesn't meet the desired performance levels or
if it fails to meet the specification for some other reason.
Since design is an evolutionary process, these sorts of
modifications are inevitable.

Design Synthesis in SCHREMA

A large pumber of tools that help synthesize designs
are already in common use. These range from simple

PLA generators o datapath generators and silicon com-
pilers. All of them convert a design specification into final

. artwork or a final circuit diagram. If the design does not
bebave as desired, then it is Decessary to modify the original
specification and apply the synthesis tool again. There are
two major flaws with this approach.

First, designs evolve. The goals for a module are con-
stant!y chapging. and the design must be modificd. If the
design is directly modified then all the expertise contained
1o the syotbesis tool is lost. Jostead, the change must
be made to thbe design’s specification. Consequently, the

?l

Synthesizer|

Analyzer

Figure 1: Proposed Synthesis Process it SCHEMA

specification language must be able to deal with all con-
ceivable types of constraints on the final design.

Second, if the synthesis tools are to produce high per-
formance designs they must incorporate the functional re-
quirements provided in the specification and the low level
details that affect performance (subtbresbold conduction,
junction leakages, etc.). All of thesc details must be juggled
in producing the final design. Developing such an omni-
scient piece software can be quite dificult. We don't expect
buman experts’ first try to be completely correct. They
are expected to use simulators and otber analysis tools to
determine functional and performance problems. It is im-
portant that analysis tools be carefully coypled with the
next generation of synthesis tools and silicon compilers.

The model of synthesis used in SCHEMSA is shown
in figure 1. The synthesis process uses two modules and
relies on analysis tools contained in SCHEMA. The first
module converts & design specification into a first cut at
the design. This ipitial guess is analyzed and all deviations
from specified behavior are noted and fed to a correction
module. The correction module modifies the design, in an
effort to improve its bebavior. The modified design is then
reanalyzed and recorrected, iteratively converging on an
acceptabie final design.

The designs produced as initial approximations by
SCHEMA must contaip more than just the topology and
device sizes of the circuit. The correction module peeds to
know the circuit’s desired bebavior and each device's con-
tribution. Tbis information is the bebavioral description
of the circuit. The bebavioral description is currently or-
ganized as a collection of voltage and current signals at
different nodes of the topology and causa! information con-
pected to the parameters of these signals. The signals them-
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selves are represented as sequences of levels and ramps,
which seems adequate for describing the bebavior of most
digital circuits. The causal information 1s organized as con-
suwraints that relate signal parameters W parameters of the
topolozy. Mapy of these copstraiats are easily derived from
Kirchofl's current and voltage laws and the device models.
Otbers capture cliches or “engineering modcls” that are use-
ful for doing rough analyses of circuits. An example of this
bebavioral description and how it is used is given below.

Simulators produce all of the details of bow a circuit
works, but it takes time and efort to determine il the
waveforms it produces are what the designer wanted. The
analys:s tocls will need to be miore than just simulators.
The analysis tools planned for SCHEMA will make use of
conventional simulators but they are intended to answer the
questions the designer wapts answered. They will either
indicate that the desigu passes all the specified tests or,
if it doesn’t, what portions of the circuit fail and hope-
fully give some clues »s to what the possible causes of the
failure are. The tests that are applied to the design come
from both the design specification and also the behavior
specificauions of the library modules that were used. For
instance, the system should verify that the noise margins
of the logic gates remain adequate under the test situation
and that bootstrapped podes actually do bootstrap as high
as desired. -

The correction module of figure 1 will initially be the
bhoman desigoer, but it is clear that if the analysis tools
yield tbe type of information described above it will be
easier 10 build correciion modules to bandler the simpler
adjustments. In other situations circuit optimizers may
prove to be the most effective means of adjusting the design.

Bebavioral Circuit Descriptions

The bootstrapped AND gate shown in figure 2 is an
example of a circuit that is extremely useful, but re-
quires some care when used. We envision an inexperienced
designer using the circuit as it comes from a library.
SCHEMA's analysis tools notices when the circuit is being
vsed improperly (based on its behavioral description) and
warns the designer. The following paragraphs describe a
portion of this circuit's bebavior description.

The signals used for the bebavioral description are con-
structed from simple levels and ramps as shown. Here we
are only concerned with the portion of the mode! that deals

- with the final bigh voitage of the output. The parasitic
capacitance on node B is denoted by C,, and we denote
the gate-to-chanpel capacitance by . For simplicity, as-
sume both capacitances are constant. Then the final output
voltage will be

Vou = min(Vey, Va2 — V7).

B s bootstrap voltage is denoted by o = Vg3 — Vp; and is
coztrolied by the constraint
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Figure 2: Dynamic AND Gate

Cy
a = C. + C’ (VOH VOL):

and thbe voltage Vg, is constrained 1o be Vo — Vo,

These copstraipts tie the circuit's expected internal
voltages to the extersal stimuli, the transistor's threshold
voitages and two capacitances Cp, snd C;. If the output
of this circuit is other thap expected, the system can com-
pare expected with observed internal waveforms, isolate
differences and propagate these differences through the con-
straints to see what physical parameters are incorrect. If
the output were lower than expected, and only Vj; is some-
what low, then only the last constraint (for o) would fail
to hold. Since Vy;y and V. are both as expected we must
conclude that there is some problem with the capacitances.

This type of model and reasoning process seems to
be adequate for describing most first-order phenomena, if
care is taken when matching observed transient signals to
the piece-wise linear signals used in the model. It narrows
the circuit problems to manageable size and provides the
desigoer with guidance in correcting the problem.

Conclusions

We have discussed some the ways in which a VLSI
design system can help deal with problems of performance
in design and have outlined some of SCHEMA's features
that incorporate these ideas. Also, some general criteria
for expert systems and bow these criteria relate 10 VLS]
design systems were discussed. The key guideline in this
endeavor has been to try to ascertain what information the
designer really wants w know and develop a system that
cap provide the information.

This work was supported by DARPA grant N0014-80-
C-0622.
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Well organized large systems tend to consist of a large
number of small pieces of code each of which captures’
a single semantic unit. These pieces of code are strung
together to form larger semantic phrases, which are in turn
components of even larger phrases. The smallest semantic
units in a polynomial manipulation system might be the
routines that add and multiply the coefficients of the poly-
nomials. These routines are combined (used as subroutines)
to form the routines that add and multiply polynomials,
which are components in the factoring and greatest com-
mon divisor routines.

When a system is built in a top down manner, the
lazger phrases are formed first and are used to define the
semantic components of the smaller phrases. Bottom up
software design begins with the small phrases and generates
the large phrases. In practice a combination of these two
approaches is often used. The manner in which the routines
are initially connected is usually simple, but in time the
addition of new capabilities and features, and the neces-
sities of performance enhancement generally cause the de-
pendency structure to become quite complex.

A good example of this sort of complexity is when
a new, “higher performance” representation of some data
structure is introduced for critical uses (caching and hash
tables examples of this optimization). In building an
input/output system for a computer, we might initially
specify a stream to be a simple, character at a time struc-
ture. When this structure is used for file operations and
networking it becomes necessary to add buffering, but it
would be unwise to use the buffered stream for terminal
1/0. These two types of streams could share Jarge amounts
of code if the manner in which the lower level routines are
“glued together” is sufficiently powerful. For instance, the
only difference between the routines which close the stream
is that the buffered stream must flush its buffers and return
them to the buffer pool.

e

We are particularly interested in the “gluing together”
process which is used to form large systems. In this paper
we will describe a system called Capsules which we feel
provides a more natural and more powerful combination
mechanism than discussed previously. This system was
originally an attempt to simplify the construction of an al-
gebraic manipulation system, but we are now applying it to
the development of a VLSI design system and investigat-
ing its utility in organizing the 1/O system of a complex
personal computer.

1. Philosophy

In most systems, when a piece of code is written it
is given a name. In the earliest programming languages
(Fortran, Basic, Lisp 1.5), When the user wants to per-
form some operation (like pushing an element on a stack
or outputting a character), it is necessary to find a piece
of code that implements the desired operation and refer to
it using its name. In some systems (CLU [Lis77], Flavors
[Wei81], Loops [Bob82], Smalltalk (Ing76, Xer81]) an extra
level of indirection is introduced that allows the binding of
the piece of code to an operation name to be delayed until
after the code is written. This approach has been called
data abstraction. In compile-time languages like CLU, the
association of the code with the abstract operation is made
st compile or link time. The Lisp and Smallitalk versions of
these approach delay the binding until runtime. In either
case, ap extra level of indirection has been provided between
the name representing an abstract operation and the piece
of code that implements that abstraction. There is still no
tie between the abstract operation as a semantic unit that
the user wants to use and the piece that implements the
operation.

In the Capsule system, the user specifies the desired
behavior of the operation and the system is responsible for
finding the piece of code that implements that operation
and is compatible with previous constraints. If a more
efficient piece of code is written that implements some
operation, the system will use the more efficient code as
long as it meets the user’'s specifications. This is a result of
(1) the user referring to code fragments by their semantic
purpose rather than their name, and (2) the system being
responsible for matching the the semantic requests with the
code fragments in the system.
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3. Capsules

In the capsule system we have assumed that all actions
occur by sending messages to objects—this is the object
oriented viewpoint. Taking the dual point of view, where
objects are passive and the correct function is chosen by
the compiler, merely moves the mechanism we are discuss-
ing into the compiler. This is the fundamental difference
between the Lisp Machine’s flavor system which takes
the object oriented viewpoint, and CLU which is function
oriented.

By .an object we will mean something to which a mes-
sage can be sent. This will result in one (or more values)
being returned and the internal state of the object being
changed. The action caused when a message is sent to an
object is called an operation. A message is a string used as
the name of some operation. It contains no internal struc-
ture. The piece of code executed when a message is sent
to an object is called a method. Objects may also contain
internal state which is kept in instance variables that may
be referenced by the methods.

Every object belongs to a class of equivalent objects
that bave the same methods and the same set of instance
variables. This equivalence class is called a collage. Ob-
jects are created by calling the function MAKE-OBJECT on a
collage. The methods are actually part of the collage, so
as operations are added to the collage, the objects of the
collage also acquire them.

The specification for how a method is to be constructed
is kept in a structure called a capsule. When a capsule is
added to a collage, the code within the capsule is incor-
porated in one or more of the methods of the collage. Cap-
sules also contain information describing what their pieces
of code expect of the collage to which they are added (what
operations and instance variables there are, for instance).

The design of the capsule system was based on our
experience with some very large software systems, and it is
in the construction of large systems that its power is most
apparent. The following paragraphs use a small example
to explain the mechanisms and terminology of the Capsule
system. As such, the Capsule mechanisms may seem to be
overkill. The reader is asked to treat this small example
as what it is, and to map the capsule mechanisms onto
whatever large software system is familiar.

The small example we use is the implementation of
a stack. A stack is an object that accepts two messages,
PUSH and POP. These messages have the obvious meaning.
We will additionally introduce an operation called TWIDDLE
which interchanges the top two elemeants of a stack. Two
implementations are given for stacks. One uses a list to
implement the stack, while the other uses an array.

An operation is the specification of an action. It in-
cludes specifications for the number and type of arguments
and return values as well as a specification of what the ac-
tion will accomplish, called the semantics of the operation.
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The current implementation does not interpret the seman-
tics in any manner. The semantics felds are checked for
equality to ensure that two operations perform the same
action.

To implement our stack example, the first thing we
need to do is specify the operations that will be used, PUSH,
POP and TVIDDLE.

(DEFOPERATION PUSH
(ARGUMENTS NIL) -
(RETURNS)
(SEMANTICS PUSH-ELEMENT-ON-STACK)
(DOCUMENTATION "Adds an element to the top
of a stack"))

The ARGUMENT field indicates that PUSH takes exactly
one additional argument, its type is unspecified. No values
are returned. The semantics field has the atom PUSH-
ELEMENT-ON-STACK in it. Since the the semantics field is
not really interpreted by the current version of this system,
this atom is used as a place holder. We will leave out the
semantics fields in the following examples. The documen-
tation string is used by the run-time documentation system.

(DEFOPERATION POP
(RETURNS ¥IL)
(DOCUMENTATION "Removes and returns the top
element of a stack®))

(DEFOPERATION TVIDDLE
(DOCUMENTATION *Exchanges the top two ele-
ments of a stack"))

The default assumptions are that an operation takes
no arguments and returns no values. These assumptions
are used in the specifications of POP and PUSH.

Protocol’s are used to specify the characteristics of a
collage. A protocol is a list of (1) operations (including their
semantics), (2) axioms, which specify relationships among
operations, (3) instance variables, and (4) attributes, which
are other characteristics. The following protocol captures
the notion of a stack.

(DEFPROTOCOL BASIC-STACK
(OPERATIONS PUSH POP)
(AXIOM .
(STACK-PUSH-POP-AXIOM PUSH POP)))

That is, a stack accepts two operations, PUSH and POP (as
described above) and these two operations obey the STACK-
PUSH-POP-AXIOM, which means that a PUSH followed by
a POP returns the value originally pushed and all the in-
ductive variations of that statement. As with the seman-
tics portions of operation specifications, the current system
does not attempt to interpret the axioms in more primitive
terms, but treats them atomically.

The following slightly more complex protocol illustrates
how the mathematical abstraction of an algebraic ring may
be specified.




(DEFPROTOCOL RING
(OPERATIONS PLUS MINUS ZERO
TIMES)
(AXIONS
(COMMUTATIVE-LAW PLUS)
(ASSOCIATIVE-LAY PLUS)
(ASSOCIATIVE-LAW TIMES)
(ALGEBRAIC-IDENTITY PLUS ZERO)
- (ALGEBRAIC-INVERSE PLUS MINUS)
(DISTRIBUTIVE-LAW PLUS TIMES))
. (ATTRIBUTES
(CHARACTERISTIC)))

It is assumed that the DEFOPERATIONs for the specified
operations appear elsewhere. This specification indicates
that there is a ZERC operation that returns the additive
identity. An alterpative implementation might require ZERQ
to be an instance variable. Any collage that adheres to this
protocol is an abstract ring. Any piece of code that depends
only on this protocol can be added to an abstract ring. This
is somewhat closer to the mathematical understanding of
abstraction than previous systems.

The DEFOPERATION formn defines a protocol that con-
tains a single operation and nothing else. The name of
this protocol is the same as the name of the operation un-
less specified otherwise. This conveniently allows the use of
operation names and protocols interchangeably.

All code is put into capsules. Capsules consist of four
basic parts, (1) a required protocol, what the capsule ex-
pects of the collage it is to be added to, (2) an asserted
protocol, things to add to the protocol of a collage when
the capsule is added, (3) performance information about
the algorithm contained in the capsule, and (4) the code
itself. It often bappens that more than one capsule could
be added to a collage to satisfy some requirement. The
performance information is used to break those deadlocks.

In order to allow incremental compilation and debug-
ging, the specification of a capsule is separated into two
pieces. A DEFCAPSULE form is used to indicate the first three
parts of the specification while separate DEFALGORITHM
forms are used for each piece of code. (In the terminol
ogy used in the flavor system, capsules are extensions of

. flavors, and algorithms are methods. Our algorithms can
be more complex than the simple pieces of code that flavor
methods must be, but it would take us too far afield to dis-
cuss these capabilities here.) The following implementation
of the BASIC-STACK protocol illustrates this.

(DEFCAPSULE LIST-STACK
(ASSERTS
(PROTOCOL BASIC-STACK)
(INSTANCE-VARIABLE (STACK ()))
(ATTRIBUTE STACK-IMPLEMENTED-AS-LIST)))

(DEFALGORITHM (LIST-STACK PUSH) (ELEMENT)
(SETQ STACK (CONS ELEMENT STACK)))

(DEFALGORITEM (LIST-STACK POP) ()
(PROG1 (FIRST STACK)
(SETQ STACK (REST STACK))))

The LIST-STACK capsule implements a stack in terms
of a list of the elements of the stack. It makes no assump-
tions of the collage to which it is to be added. When it

.is added to a collage, the BASIC-STACK protocol is added,
_along with an instance variable STACK and the two pieces of

code given in the DEFALGORITHM. In addition, an attribute is
added to the collage that indicates the stack is implemented
using a list. : K
The capsule that implements stacks in terms of arrays,
is quite similar (we bave ignored the problem of running off
the end of the array for simplicity here).
(DEFCAPSULE ARRAY-STACK
(ASSERTS
(PROTOCOL BASIC-STACK)
(INSTANCE-VARIABLES
(STACK (MAKE-ARRAY '(100)))
(INDEX 0))
(ATTRIBUTE STACK-IMPLEMENTED-BY-ARRAY)))

(DEFALGORITHM (ARRAY-STACK PUSH) (ELEMENT)
(SETF (AREF STACK INDEX) ELEMENT)
(SETQ INDEX (+ INDEX 1)))

(DEFALGORITHM (ARRAY-STACK POP) ()
(SETQ INDEX (- INDEX 1))
(AREF STACK (+ INDEX 1)))

The function MAKE~COLLAGE is used to create collages.
It takes an arbitrary number of arguments, each of which
is either a capsule or the name of a capsule, or a protocol
or the name of a protocol. Thus the following forms can
be used to construct stack collages of the two type defined
thus far.

(SETQ C1 (MAKE-COLLAGE °LIST-STACK))
(SETQ C2 (MAKE-COLLAGE ‘ARRAY-STACK))

The form (MAKE-COLLAGE 'BASIC-STACK) would result in
an error because it is ambiguous. There are two capsules
that can be used to create a collage with the BASIC-STACK
protocol and there is no reason to prefer one over the other.
(In this situation we bave seriously considered just picking
the first capsule. The user hasn’t given any reason to prefer
one capsule over the other so why not pick one at random?)

Once we have a couple of collages to work with, we
can create stacks using the MAKE-OBJECT function. Its first
argument is either a collage or the name of one. Additional
arguments are passed to the initialization method if there
is one. The following forms, create a stack from the collage
€1 and push two elements onto it.

(SETQ STACK (MAKE-O0BJECT C1))
(SEND STACK 'PUSH 1)
(SEND STACK 'PUSH 2)

Now, (SEND STACK °'POP) will return 2.

Though we have defined what is meant by the TWIDDLE
operation, no capsule implements it. The following capsule
provides an algorithms that “TWIDDLEs" the top two ele-
ments of an abstract stack.
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(DEFCAPSULE BASIC-TWIDDLE
(REQUIRES BASIC-STACK)
(PERFORMANCE 1)
(ASSERTS

(PROTOCOL TWIDDLE)))

(DEFALGORITHM (BASIC-TWIDDLE TWIDDLE) ()
(LET (TOP SECOND)
" (SETQ TOP (SEND SELF 'POP)
SECOND (SEND SELF 'POP))
(SEND SELF °PUSR TOP)
(SEND SELF 'PUSH SECOND)))

This capsule has a required protocol, BASIC-STACK.
Thus it can only be combined with collages that already
possess the PUSH and POP operations. It can be added to
any abstract stack.

The routine ADD-PROTOCOLS is used to add protocols
to collages. Its first argument is a collage and the rest of
its arguments are protocols that the user wants the collage
to meet. Thus the form

(ADD~OPERATION Ci *TWIDDLE)

adds a TWIDDLE operation to C1. More precisely, each
collage contains a table that gives the relationships between
message names and pieces of code. Each object constructed
from a collage contains a pointer to this table. When an
operation is added to a collage, the system isolates a capsule
that both provides the desired operation and which can be
added to the collage. The code portion of the capsule is
then added to the collage’s method table. Thus all objects
of the collage are now extended with the new operation.
It is easy to define a slightly more efficient version
of TWIDDLE for arrays. The ARRAY-TWIDDLE capsule does
precisely this.
(DEFCAPSULE ARRAY-TWIDDLE
(REQUIRES
{ATTRIBUTE STACK-IMPLEMENTED-BY-ARRAY))
(PERFORMANCE 2)
(ASSERT
(PROTOCOL TWIDDLE)))
(DEFALGORITHM (ARRAY~TWIDDLE TWIDDLE) ()
(LET ((TEWP))
(SETQ TEMP (AREF STACK (- INDEX 1)))
(SETF (AREF STACK (- INDEX 1))
(AREF STACK (- INDEX 2)))
(SETF (AREF STACK (~ INDEX 2)) TEMP)))

Notice that this capsule does not actually use the PUSH
and POP operations. It only assumnes that there are instance
varisbles STACK and INDEX, and that they can be inter-
preted to form a stack. This is the purpose of the STACK-~
IMPLEMENTED-BY~ARRAY attribute.

With this capsule added to the system, adding the
TWIDDLE operation to an ARRAY-STACK collage will get the
new code, while previously it would have used the routine
in BASIC-TWIDDLE.

As s final note, if a message is sent to an operation that
does not possess a handler for that message then a defauit-
bandler is run. One of the default handlers with which
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we bave been experimenting attempts to add the desired
operation to the object’s collage and then tries again. Thus
if a stack did not have a TWIDDLE handler, a TWIDDLE mes-
isage could be sent to it anyway, since one could be created
for it and installed on the fly. If the stack was an ARRAY-
STACK then the efficient ARRAY-TWIDDLE capsule would be
.added, otherwise the BASIC-TWIDDLE. can be used.

There are two points to noticeabout this scenario.
First, when new functionality was added to a collage, the
user specified only what the desired semantics were and did

"not specify, directly or indirectly, a particular piece of code.

Second, the functionality could be added dynamically while
the system is running. In some domains, there are several
algorithms for performing an operation and it can be very
expensive to decide whick to use. It is better not to pay
that price until it is truly necessary.

3. Conclusions

When the capsule system was used to describe a portion
of the stream code used in the LISP Machine, we noticed
that the protocol specifications seemed more verbose than
we would have liked. Closer examination revealed that
many of the comments we had penciled into the version
of the code that used flavors were being translated into
protocols. This reinforces our impression that the capsule
systemn is partially an attempt to force the programmer to
make the code that is written more precise.

We feel that if the programmer makes this effort, the
programming system will be in a much better position to
aid in the development of large software systems. The
Capsule system is a partially successful attempt to provide
mechanism through which the programmer can truly ex-
press what the program is intended to do.
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Abstract: The hypercube and its derivitive networks (e.g., the shuffle-exchange
graph and the cube-connected-cycles) have long been known to be powerful
networks for parallel computation. Recently, an entirely different class of
networks has been discovered that appears to rival the hypercube-based networks

..in usefulness. In this paper, we describe the new networks (which we call meshes

of trees), and we show how they can be used to solve problems such as sorting,
matrix-vector multiplication, discrete Fourier transform, transitive closure,
minimum spanning tree, integer multiplication and matrix multiplication in
O(logn) or O(log?n) steps.

1. Introduction

Graphs such as the hypercube, the shuffle-exchange graph [S71, S80] and the
cube-connected-cycles [PV79] have long been known to be. very powerful
networks for parallel computation. In fact, most of the fast parallel algorithms
known for problems such as sorting and discrete Fourier transform are based on
the unique structure of these networks.

Recently, an entirely different class of networks ho- been discovered that
appears to rival the hypercube-based networks in.their usefulness. The new
networks are known by-a variety of names (including the orthogonal trees and the
orthogonal forests), but we call them meshes of trees. The structure inherent in
meshes of trees can be found in algorithms that are up to ten years old, but the
networks themselves have only recently been defined. Three groups of
researchers are responsible for independently formalizing the definition of a mesh
of trees:

1) Nath, Maheshwari and Bhatt {N82, NMB83] showed how the networks
could be uscd for sorting, discrete Fourier transform, transitive closure
and minimum spanning tree,




2) Cappello and Steiglitz [CS81] showed how the networks could be used
for integer multiplication, and

3) Leighton [L81, L83] obtained optimal bou.ds for laying out the
networks on a VLSI chip and showed how the networks could be used
for sorting, discrete Fourier transform and matrix multiplication.

In this paper, we describe algorithms for all of these problems. In some cases
(such as for matrix multiplication [PV80, L83] and integer multiplication [CS81)),
the algorithms were known previously and we have included them for
completeness. In other cases (such as for sorting and transitive closure), the
algorithms are new and consume less of some resource (e.g.. time, area or
processor size) than did the previously known algorithms. Except for the graph
problems (which take O(log”n) steps), all of the algorithms require only O(/ogn)
steps to execute.

The paper is divided into five sections. In Section 2, we define the
2-dimensional mesh of trees and attempt to provide some intuition as to why it is

a good network for parallel computation. We also review the VLSI layout results

- that are known for the network. In Section 3, we show how the n-by-n mesh of
trees can be used to sort n numbers in O(logn) steps. We also show how
pipelining can be used to decrease processor size, increase data rate, and decrease

layout area. In Section 4, we describe algorithms for matrix-vector multiplication, -

Fourier transform, transitive closure, minimum spanning tree and integer
multiplication. In Section 5, we discuss multidimensional meshes of trees and
show how the n-by-n-by-n mesh of trees can be used to multiply two n-by-n
matrices in O(logn) steps. We also define the powerful.shuffle<tree graph- and
explain why it can efficiently simulate algorithms designed for hypercube
networks as well as those designed for meshes of trees.

Throughout the paper, we assume that nodes which are linked by an edge can
communicate in a single time step. This assumption is made in many of the
papers in the literature. (An exception is [NMB83], which assumes logarithmic
communication time.) If longer communication times are required, then the
number of steps calculated for algorithms in this paper must be scaled up
accordingly. :

2. The 2-Dimensional Mesh of Trees

2.1 Definition and Propertics

The 2-dimensional mesh of trees M, , is constructed as follows. Starting with
an n-by-n grid of nodes (where n is a power of two) and adding nodes and edges
as specified, construct a complete binary tree in each row and column of the grid.
The trees should be constructed so that the leaves in each tree are precisely the
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nodes in the corresponding tow or column of the original grid. In particular, the
(i, j) grid node (i.e.. the node in the ith row and jth column of the grid) should
double as the i/ leaf of the jiit column tree and the jih leaf of the ith row tree,
(The ith leaf is determined by counting from left to right in the canonical drawing
of the complete binary tree in the plane.)

As an example, we have drawn M, , in Figure 1. The nodes in the original
4-by-4 grid are represented by dots. The nodes that were added to form row trees
are drawn as small triangles while those added to form column trees are shown as
small squares. The row tree edges are drawn with solid lines while dashed lines
represent column tree edges.

Figure 1: The 4-by-4 mesh of trees M, ,.

It is not difficult to show that the n-by-n mesh of trees M, , has N = 3n?- 2n

nodes, 4n? - 4n edges and maximum node degree three. More importantly, the
graph has a small diameter; that is, every pair of nodes in the graph can be linked
by a path of length 4logn = ©(logN). This means that any pair of processors in
a mesh of trees network can communicate in a short (logarith.mic) amount of
time, an indication that the network will be useful for parallel computation.

In addition to having a small diameter, the mesh of trees also has a nice
recursive structure. For example, if we remove the roots of the row and column
trees of M,, and the edges incident to them, we --= left with four copies of
M 52+ one in each quadrant of the original grid. (For example, see Figure 2.)

In general, if we remove the nodes and edges in the top k levels of the binary
trees in M,,, we will be left with 2°k copies of M,, . This property is
important for two reasons. First, it means that the mesh of trees is particularly
well suited for use with algorithms that are based on the divide-and-conquer
paradigm. (This is another reason why the mesh of trees is such a powerful
network for paraliel computation.) Second, the fact that M, , can be decomposed
into four disjoint copics of M, ,, by the removal of O(n) nodes and edges means

that M,, has a 2/2bifurcator of size O(n). (A graph is said to have a
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Figure 2: M, , with row and column roots removed.

21/2bifurcator of size F if it can be partitioned into disjoint subgraphs by the
removal of F edges. The subgraphs, in turn, must have 2//?-bifurcators of size
F/2172, The subgraphs need not be identical in size, but after 2logF levels of
recursion, the graph must be completely decomposed into isolated nodes. See
[BL83, L82] for more information on bifurcators and their applications.) We will
use the fact that M, has a 2//*bifurcator of size O(x) in Section 2.3 where we
discuss VLS| layouts for the mesh of trees.

2.2 Relationship to the Complete Bipartite Graph

Just as the shuffle-exchange graph, cube-connected-cycles and related
networks derive their computational power from the structure of the hypercube,
the 2-dimensional mesh of trees can be seen to derive its power from the structure
of the complete bipartite graph. The relationship between the n-by-n mesh of
trees M, , and the 2n-node complete bipartite graph K, , can best be explained
by illustration. In Figure 3a, we have drawn K, 4. In Figure 3b, we have drawn
M, 4 in a way that conforms to the structure of K, ,. The nodes and edges of

M, , are drawn according to the same conventions followed in Figure 1.

@ - (b)Y

Figure 3: a) the c.ompl'ele bipartite graph K, 4 b) the 4-by-4 mesh of trees M 24
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The illustration makes clear the correspondence between rows and columns of
M, , and nodes (left-hand side and right-hand side, respectively) of X, ,, and
between grid nodes of M, , and edges of K, ,. Given this correspondence, it is
not at all surprising that the 2-dimensional mesh of trees is a powerful network
for parallel computation.

23 VLSI Layouts

Although our primary emphasis in this paper is on the structural and
computational properties of the mesh of trees, it is worth mentioning the resuits
relevant to Thompson grid model layouts [T79, T80] for the mesh of trees.

A quick glance at Figure 1 suggests a natural 6(n?log?n)-area layout for M 2n

This layout also has ©(n?log’n) wire crossings and edges of length ©(nlogn). For
practical purposes, this layout is the simplest known and might well be optimal.
Mathematically speaking, it is within a constant factor of optimal in area [L81,
L83] but is suboptimal in other respects. For example, the fact that M, , has a

2/72-pifurcator of size O(n) means that there is a recursively defined layout for
M, , that has area O(n’log’n). O(n’logn) wire crossings and maximum edge
length O(nlogn/loglogn) [BI83, L82]. In [L81, L83], we prove that these bounds
cannot be improved by more than a constant factor.

In addition to achieving the optimal area, crossing number and edge length
bounds, the bifurcator-based layouts described in [BL83, L82] have a number of
other useful properties. For example, the same bounds can be achieved for
networks in which every node is replaced by an O(logn)-by-O(logn)-size
processor. In fact, the area required for a layout with s-by-s-size processors is
G(n"(logn+.§)~’). The layouts described in [BL83, L82] are also fauli-tolerant in
the sense that the same bounds can be achieved in the presence of faulty
processors. Lastly, the layouts allow space for variable-size transistors to power
signals across long wires.  Without this feature, the assumption that

~ communication across a long wire can be accomplished in unit time is less

realistic.

Since any layout for M, , has perimeter Q(ntogn). it is possible (at least
mathematically) to connect the 2n roots of M 2 10 pins on the exterior of the
layout without affecting any of the results mentioned above. This fact allows us
to input data to the network through the row and column roots at a rate of 2n
items per computational step. (For large values of , this assumption may not be
realistic given the current fabrication constraints on pincount. In such cases, the

data must be entered at a slower rate and multiplexed to the row and column
roots.)




3. Seorting Using the 2-Dimensional Mesh of Trees

In what follows, we describe three algorithms for sorting using the mesh of
trees or simple variants thereof. All three algorithms are based on a simple
scheme described by Muller and Preparata in [MP75]. The algorithms essentially
consist of comparing every number to every other number, computing ranks (i.e.,
positions in the sorted list), and then permuting the numbers according to rank.
All three variants sort a list of n numbers in O(logn) steps but each uses
pipelining to reduce some other measure of complexity. In Section 3.1, we
describe an implementation of the aigorithm on the mesh of trees using
processors that can only compute a constant number of 1-bit operations in a
single time step (i.e., in one bit step). In Section 3.2, we show how to implement
the algorithm to sort p lists of numbers in O(logn+ p) steps (but using O(/ogn)-

-bit-size processors), thereby increasing the data rate of the computation. In
Section 3.3, we show how to implement the algorithm on a simplified mesh of
. trees in order to decrease the area necessary to sort # numbers in O(Jogn) steps.
- The latter algorithm is also reported in [NMB83].

3.1 Pipclining to Reduce Processor Size

In many models of computation, it is assumed that processors can perform a
constant number of O(/ogn)-bit word operations in a single step. In what follows,
we restrict ourselves to consider processors that can perform only a constant
number of 1-bit operations in a single step. In particular, we will show how to
pipeline M, in order to sort n O(/ogn)-bit numbers in O(logn) bit steps. For
m-bit numbers, the algorithm requires O(logn+m) steps, although this is
suboptimal for m > > Q(logn).

Let w;,...,w, denote the n numbers to be sorted and tet  be the rank
function for the list. (Formally, /) is the position of w; in the largest-first sorted
ordering of the list) Starting at the roots, input w; bit by bjt (leading order bit
first) into the ith row and column trees for each i, 1<i<n. Pass the bits down
each tree so that after Jogn steps, the leading bit of w; has reached each leaf of the
ith row and column trees. At this point, the (i, ;) grid node sees the leading bits
of w; and Wj. If they differ, the grid node halts and stores the value 1 if w; > W;
and 0 otherwise. If the leading bits of w; and w; are identical, they are discarded
~ and the (i j) grid node next compares the 2nd leading bits. Comparison of w;
and w; continues in this fashion until they are distinguished or until they are
found to be identical on all the bits. If equal, then the grid node halts and stores
the value 1 if /> j and 0 otherwise.

After a total of logn+ m steps, every gnid node has halted and stored a value
indicating whether or not the number entered into its row tree was larger than the
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number entered into its column tree. For example, if the four numbers to be ‘
sorted on M, , were (in binary) 101, 001, 101 and 110 (in that order), the vaues
stored in the grid nodes would be as shown in Figure 4.

oo XoXo

| Figure 4: The values stored in the grid nodes of M, 4
after all comparisons are completed.

Notice that 1)) can be found by summing the values stored in the jii column
tree. (For reasons that will soon become apparent, we require that the values of
/) range from 0 to n-/ instead of from 1 to n.) This is because the ith leaf of the
Jth column tree contains a 1 precisely when w;> w; or when w;=w; and /> .
These values can in fact be summed in 2/ogn steps as follows. At each step, each
node in the tree stores a bit and transmits a bit to its father in the tree. The
transmitted bit (or parity bir) is the least significant bit of the sum of the bit stored
in the last step and the two bits being transmitted from its sons. The srored bit (or
carry bit) is the most significant bit of the same sum. A node starts transmitting
bits only after it receives transmitied bits, and stops once it has transmitted its
carry bit and its sons have stopped transmitting. (The single exception to this rule
is that the root never transmits its last carry bit, which is necessarily 2 0.) Initially,
the stored bits of non-lcaf nodes are 0. The algorithm commences when the
leaves transmit their stored values. '

- As an example, we have shown the sequence of steps taken by the 2nd
column tree in Figure 5. Numbers inside the nodes indicate stored bits,
Numbers on the edges indicate transmitted bits. Nodes are marked with X's after
their last transmission. After 2/logn steps, the sum is output bit by bit (least
significant bit first) at the root (where it may be stored in a logn-length stack of
nodes).

After 3logn+ m steps, the ith column root contains w; and A#). It remains only
to route w; to the A(i)th row root for each i in order to complete the sorting. The




Figure 5: Sequence of steps used :0 sum the values
in the leaves of the 2nd column tree.

routing of w; is accomplished by first paving a trail from the root of the ith

column tree to the A(/)th leaf of that tree and then from that leaf (which is also in
the n()th row tree) to the root of the n(i)th row tree.

The algorithm to accomplish this task is quite simple. In the first step, the
rcot of the ith column tree observes the leading order bit of /J). If the bit is 0,
then the node passes all remaining bits of (i) and w; to its left son (i.e., the son
that is closer to the top row). If the bit is 1, then the node passes all remaining
bits to its right son. In either case, the leading bit is discarded (i.e., it 4s not
passed on to either son). The nodes in lower levels of the tree act the same way.
They observe (and discard) the first bit that they see. If it is 0, remaining bits are
passed to the left son. Otherwise, the remaining bits are passed to the right son.

It is not difficult to check that the A/)th leaf (and no other leaf) of the ith column _

tree starts seeing w; after 2logn steps. (lt should now be clear why we chose to
~express /(i) in the range from 0 to n-1.) The leaf immediately passes the bits of w;
orn to its father in the row tree, as do all the nodes in the row trees, until the last
bit of w; reaches the root of the n(/)th row tree. This happens after logn+m
addmonal steps. Since we have insured that #(¢) = ;) for i= j, there will not
be any conflicts in the row trees, and w,, ..., w, will appear in sorted order in
the row roots after a total of 6/ogn+ 2m steps. When m=0(logn), the running
time is thus O(/ogn) bit steps.

3.2 Pipelining to Increase Data Rate

If the processors used in the mesh of trecs are allowed to perform a constant
number of O(logn)-bit word operations in a single time step, then the sorting
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algorithm described in Section 3.1 can be greatly simplified. In particular, it is no
longer necessary to split up numbers into bits for pipelining. Rather, numbers
from successive lists to be sorted can be pipelined so as to increase the number of
lists that can be sorted in O(logn) steps. We describe how this can be done in
what follows.

Let p denote the number of n-element lists 10 be sorted. At the first time step,
enter the ith number of the first list into the roots of the ith row and column trees
for all i At the second time step, transmit these numbers to the sons of the roots
and enter the numbers from the second list into the roots. At each subsequent
step, continue processing the previously entered lists and enter the data from the
next list to be sorted into the roots. At any time step, processors on any level will
be handling data from at most three lists: one list that is being passed to the
leaves for comparison, one list for which the ranks are being computed by
summing, and one list for which the final routing is taking place. Once a list is
entered into the network, it will be output after 4logn steps. Hence p lists can be
sorted in 4logn+p steps. This is significantly faster than the O(plogn) steps
required by the bit-based algorithm described in Section 3.1. (Of course, the
processors are larger t00.)

3.3 Pipelining to Reduce Laybut Area

For some applications, decreasing the area of the layout is more important
than increasing the number of problems that can be solved in O(logn) steps. In-
such cases, it is useful to sort using a simplified mesh of trees. The n-by-n
simplified mesh of Irees S,, is constructed from Af,, by first removing the
internal nodes and edges from all but every (Jogn)th row and column tree, and.
then inserting edges so that where there was once a copy of M,;,., in M,,,
there is now a logn-by-logn mesh with a tree in the top row and leftmost column.
For example. S, , is shown in Figure 6. (This network has been discovered
independently by many individuals including Nath, Maheshwari and Bhatt who
call it the orthogonal iree cycles [NMB83].)

It is not difficult to construct a layout for §,, the: has 6(n?) area, ©(n?)
crossings and edges of length O(n). Interestingly, the simplified mesh of trees can
sort a list of n numbers in O(logn) steps. (We assume, of course, that the
processors are capable of performing O(logn)-bit word operations in a single
step.) Given a list of numbers to be sorted w;, ..., w,, the algorithm proceeds
as follows.

At the first time step, wy,,, is input to the roots of the ith row and column
trees. In the next time step, these values are passed on to the sons of the roots
and w,.,.; is input to the roots of the ith row and column trees. This process
continues for logn steps whereupon Wilogn-k is in every (logn - k)-level node of the




Figure 6: The 4-by-4 szmpllf ed mesh of lrees S, 240

ith row and column trees. During the next Iogn steps the data is passed to the
grid nodes through the mesh edges. After a total of 2/ogn steps, the (i, f) grid
node will thus contain both w; and ;. 'All pairwise comparisons take place
simultaneously and the values are passed through the meshes 10 the trees for
~ summing. After logn additional steps, the rank of wy.;),., .+ 7 2Ppears at the root
of the ith column tree. The routing of these numbers can now commence. After
another Jogn steps, every rank has been computed and the numbers are in various
levels of the column trees. After /ogn more steps, all the numbers have reached
the appropriate grid nodes. Starting snmultaneously, the numbers begin moving

in the other direction, first to leaves of the row trees and then on to the roots of
the row trees. Eventually, the numbers will appear in sorted order in blocks of -

logn numbers at each of the n/logn row roots. The total runmng ume is*8logn
word steps.

It is worth remarking that (like the bn.-based algonthm described in Section
3.1) the sorting algorithm for the simplified mesh of trees cannot be further
pipelined to sort several lists sxmultaneously

4. Other Algorithms for the Z-Dinlensional M.csh of Trees

In what follows, we briefly describe a variely of fast algorithms for the
2-dimensional mesh of trees. We commence with an O(/ogn)-step algorithm for
matrix-vector multiplication in Section 4.1. This algorithm (which originally
appeared in [L83, NMB83]) has applications to Fourier transform and
convolution as well as to a variety of other problems. In Section 4.2, we describe
algorithms for the transitive closure and minimum spanning tree problems. We
conclude in Section 4.3 with an algorithm for integer multiplication on a mesh-of-
trees-like structure that was developed by Cappello and Steiglitz [CS81].
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4.1 Matrix-Vector Multiplication

Given a fixed n-by-n matrix S={s;;|1 <4 j< n}, we will show how to use
M, , to compute the product of S and any input n-vector in 2logn steps. As S is
fixed, it is not considered to be part of the on-line input. Rather, it is considered
to be part of the program (in the form of off-line input) and we assume that the
value of 5jj is initially stored in the (i /) grid node for all i and j. The algorithm
proceeds as follows. :

Given any input vector v = {le 1< j< n}, input v into the root of the jth
column tree for each j at the first time step. Pass the entries of v down the
column trees so that after /ogn steps, each leaf in the jrh column tree has received
the value of v;. Computation of the n’ products " § s¥il1 < i j< n} can now
take place simultaneously. Afterwards, we can find the values of the product
vector Sv by summing the values of the leaves in each row tree. This summing
operation takes an additional logn steps. Thus after a total of 2logn steps, the
values of the product are output at the roots of the row trees.

The form of the algorithm for matrix-vector multiplication is very similar to

~ that for sorting. Hence, it should not be surprising that the algorithm just

described can be pipelined in the three ways described in Section 3. For
example, the product of S with p n-vectors can be computed in 2logn+ p steps
and the simplified mesh of trees can be used to compute a single product in 4logn
steps (thereby reducing the area). Reducing the size of the processors is slightly
more complicated since multiplication is harder than comparison. The difficulty
can be overcome by expanding each grid node into a small Jogn-bit muttiplier.

The matrix-vector product algorithm has a number of useful applications.
Most importantly, it can be used to compute discrete Fourier transforms by
setting S to be the well-known discrete Fourier transform matrix. As a result, the
mesh of trees can compute convolutions, interpolations and polynomial products
as well as a variety of other tasks in O(logn) steps.

4.2 Graph Problems

In [NMBB83], Nath, Maheshwari and Bhatt. describe an O(login)-step
algorithm for the connected components problem. They also show how to
modify the algorithm to obtain O(/og3n)-step algorithms for the transitive closure
and minimum spanning tree problems. The algorithms are based on the
Hirschberg-Chandra-Sarwate [HCS79) O(log?n)-time algorithm for connected
components, which uses a shared-memory mode! of parallel computation. In
what follows, we show how to modify the [HCS79] algorithm so that it can be
executed on an n-by-n mesh of trees in O(Jog?n) steps. (A similar modification is
described in [HV83].) By following the techniques described in [N82, NMB83],




the algorithm can then be modified to obtain O(logZn)-step algorithms for the
transitive closure and minimum spanning tree problems.

Given and undirected n-node graph G, let 4 = {a;|1< i j< n} be the
adjacency matrix for G and let D be an array such that D(i) is the smallest
number of a node in the connected component of G containing node i. Assume
that a;=1 for all . The [HCS79] algorithm for computing D proceeds as follows.

opl: set D) = i for all i
op2: do op2.1 through op2.4 for logn iterations
op2l: set E() = n}in {Dy) | az=1} for all i
op2.2: set C() = mjin {E() | D)=} for all i
op2.3: do op2.3.1 for logn iterations
op23.l: set C() = C(C()) for all i
op24:. set D() = C(D()) for all i
o§3: end
It is easily shown (see [NMBB83], for example) that op2.1, op2.2, 0p2.3.1 and
op2.4 can be implemented in O(logn) steps on an n-by-n mesh of trees. The
problem is that op2.3.1 is executed log”n times by the preceding algorithm. This

problem can be overcome by implementing the following algorithm on the mesh
of trees.

opl: set D() =-C() = i and S() = "active" for all i
' op2:$do op2.1 through op2.6 for I0logn iterations
op2.l: set E() = m{n {D() | a,-jzl and S(D())="active"} for all i

op2.2: if S(C(/)) = "active”, then set () = min {E() | D(H)=i} for
all J )

op2.3: if C() = i, then set S(C() = S() = “inactive” for all i
op24: set C() = CC()) for all §

op2.5: if C(r) = r and no new values of C(i) were set to r in op2.4,
then set S(r) = "active” for all r

op2.6: if S(C(D(i))) = "active", then set D) = C(D(/)) for all i
op3: end
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The key difference in the two algorithms is that the latter algorithm processes
the necessary number of iterations of op2.3.1 in parallel with the rest of the
operations. The S(j) variables are included to insure that the functioning of
0p2.3.1 (op2.4 in the latter algorithm) doesn’t conflict with the other operations.
(In particular, S() is "inactive” precisely when the label j is being processed by
op2.4 and thus when it is not available for processing by the other operations.)
The proof that this algorithm performs as claimed is somewhat delicate and is
described in [HV83] so we have not included it here. The proof that the
algorithm can be implemented on M,, using O(log’n) steps is not difficult

(especially given [NMB83]) and we leave it as an exercise for the reader.

As was the case with sorting and matrix-vector multiplication, these algorithms
can be pipelined in the ways described in Section 3.

4.3 Integer Multiplication

In [CS81). Cappello and Steiglitz show how to use a variant of the mesh of
trees structure to multiply two n-bit numbers in O(logn) bit steps. We briefly
summarize this result in what follows.

- The network for integer multiplication is constructed from an n-by-2n grid of
nodes. Nodes and edges are added to form complete binary trees in the rows,
columns and transverse diaganals of the grid. As before, the leaves of the trees

* should coincide with the nodes of the grid. As an example. we have indicated the

location of the diagonal trees for n=4 in Figure 7.

Figure 7: Location of diagonal trees in a 4:by-8 grid of nodes.

Let a;- - -a, and b;- - - b, be the binary representations of the two numbers
to be multiplied. At the first step, input a; to the root of the (n-i+1)st row tree
for each  and input &, to the root of the ith diagonal tree for each i Pass the
values from the roots to the leaves of the trees so that after logn steps, the (n-i+1,
n-i+.1+ J) grid node contains a; and ’;’-1 These values are then simultaneously

igu

multiplied and stored. For example, re 8 displays the stored values for the
product of 1101 and 1011.

.
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Figure 8: Stored values for the product of 1101 and 101 1.

It is obvious from looking at Figure 8 how the algorithm multiplies two
numbers. The algorithm is simply simulating the elementary school method of
digital multiplication. At this point it remains only to sum the n 2n-bit numbers
contained in the rows. This is done in log’n stages as described below.

In the first stage, the bits in each column are summed as described in Section
3.1 and then stored in a /ogn-length stack at the row root. This stage takes 2logn
steps and reduces the problem to that of adding /ogn 2a-bit numbers. The new
problem can be handled in a recursive fashion. For example, in the second stage,
the algorithm takes 2/oglogn steps and leaves loglogn 2n-bit numbers to be
summed. After log’n stages (O(logn) steps), we are left with 2 2n-bit numbers to

be summed. This final sum is computed with a Brent-Kung adder [BK80] in -

O(logn) steps. (Note that the Brent-Kung network must be interconnected to the
roots of the mesh of trees to form the multiplication network. By further
modifying the network, the algorithm can be pipelined in the ways described in
Section 3.)

b ]

5. Multidimensional Meshes of Trees

5.1 Definitions and Properties

The 2-dimensional mesh of trees can be easily generalized to higher
dimensions. For example, the 3-dimensional n-by-n-by-n mesh of trees M; , can
be constructed as follows. Starting with an n-by-n-by-n cube of nodes and adding
nodes where indicated, construct a set of n? complete binary trees in each of the
three dimensions of the cube. As before the tree should be constructed so that
the leaves are precisely the nodes of the original cube and so that the subgraph
induced on each octant of nodes is M 3072+ For example, we have drawn M3, in

Figure 9. The nodes in the original cube of nodes appear as dots while the
internal nodes appear as squares.
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Figure 9: The 2-by-2-by-2 mesh of trees M3 5.
| of

The general ~dimensional mesh of trees M, , is formed from an ﬁ?n'-\_’“n
hypercube in a similar manner. In general, removal of the roots and edges that
are in the top level of the binary trees will leave 2" disjoint copies of M, ;. ltis
easily shown that M,, has N = ©(m") nodes, inaximum degree r, diameter
2rlogn = O(logN), and a 2!/2-bifurcator of size n™! = O(N!"I/). Optimal
layouts for M, , are discussed in [L81, L83}

| 5.2 Mat'rix Multiplication Using the 3-Dimensional Mesh of Trees

In what follows, we describe a 2lugn-step algorithm for multiplying two n-by-n
matrices using M; . This algorithm was originally discovered by Preparata and
Vuillemin [PV80], although the underlying network was not discovered to be the .
mesh of trees until recently. The algorithm can be pipelined in several ways (see
[PV80)). including those ways described in Section 3. In what follows, we review
the simplest version of the algorithm.

At the first time step, the two matrices to be multiplied are entered into the
network vid the roots of the trees in two of the dimensions (one dimension for
each matrix). The entries are passed down through the trees so that after logn
steps, the (i j, k) grid node contains the (i, j) entry of the first martix and the
(i k) entry of the second matrix. All » multiplications are then performed
simultaneously. The entries of the product = *-ix are then calculated by
summing the values of the leaves of each tree in the third (previously unused)
dimension. The summing process takes an additional logn steps. The total
computation takes 2logn steps.

5.3 The Shuffle-Tree Graph

The ~dimensional mesh of trees was defined as a natural extension of the
2-dimensional mesh of trees. M, , can also be viewed as a generalization of the
rcube, another powerful communications network. For example, M, , is an r
cube with every edge replaced by a path of length two. (Glance at Figure 9 once
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again.) Viewed in this light, the ~dimensional mesh of trees motivates the
definition of a shuffle-tree graph in much the same way that the ~cube motivates
the definition of the 2™node shuffle-exchange graph. In what follows, we review
the transformation of the hypercube into a shuffle-exchange graph and show how
the same transformation can be applied o M, , to form a shuffle-tree graph.

Because the r-cube has nodes of degree r, it is sometimes not appropriate for
practical applications. In such cases, the shuffle-exchange graph is often used
instead. The 2-node shuffle-exchange graph is formed from the (2™-node) r-cube
by removing all edges except those that link nodes differing in the last bit, and
then inserting edges between nodes that are left or right cyclic 1-shifts of one
another. The edges from the original r-cube are called exchange edges and the
edges inserted between nodes that are 1-shifts of one another are called shuffle
edges (owing to their ability to shuffle a deck of data in a single step [DGKS81,
- LLM83]). Mathematically speaking, the shuffle edges are formed by rotating the
nodes of the r~cube in r dimensions about the line between the all-0 node and the
all-1 node. The rotation permutes the nodes in rcycles which correspond to
r-cycles of the shuffle edges. (When r is composite, degenrate cycles with fewer
" than r edges may appear.) As an example, we have included Figure 10. (Those
readers who would like to know more about the properties of shuffle-exchange
graphs might find [LLM83] of interest.)
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Figurc 10: a) the 3-cube (dashed edges are 10 be removed); b) the 8-node
shuffle-exchange graph (dashed edges are shuffle edges).

If the edges of the hypercube are used in only dne dimension at a time by an
algorithm and if the dimensions are used in the natural cyclic order (as they are
for almost all hypercube algorithms), then the same algorithms can be
implemented on the shuffle-exchange graph by passing the data along shuffle
edges between each hypercube operation. Since passing the data along shuffle
edges corresponds to a rotation of the underlying hypercube structure of the
graph, the exchange edges of the shuffle-exchange graph effectively simulate the
currently active dimension of edges in the hypercube. As a result, the time
necessary to run the algorithm on the shuffle-exchange graph is at most double
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the time required by the hypercube., The advantage of the shuffle-exchange
graph is that it has node degree at most three.

The (r, n)-shuffle-tree graph T, , is constructed from M, , by first removing all
but one dimension of the trees, and then by adding edges that correspond to a
rotation of M,, in rspace about the line between nodes (1,...,1) and
(n,...,n). Two nodes (¥;,...,4,) and (v;,...,v,) of the original n™node
cube are leaves of the same tree in T, , if u;=v; for all /< n, and they are linked
by a shuffle edge if one is a cyclic 1-shift of the other. For exar‘nple. the tree and
shuffle edges of T, , are shown in Figures 11a and 11b, respectively. Notice tha_lt
the shuffle edges correspond to a simple transposition of the nodes. That is
because a transposition is simply a rotation in 2-space about the line between
(1.1) and (n,n). : :

(@)

Figure 11: a) the tree edges of T, 4 b) the shuffle edges of T 24

It is worth noting that a/l of the algorithms described in this paper for M, ,
can be run in twice the number of steps on T,,. Thisis due to the fact that all
the algorithms perform operations along one dimcn.3n of trees at a time. When
that cimension changes, the data is simply passed along the shuffle edges in T,,.
As with the shuffle-exchange graph, however, T, , has node degree at most three.

As we have just seen, the class of (7, n)-shuffle-tree graphs is very powerful.
At one end of the spectrum (n=2), the class includes the class of shuffle-
exchange graphs, for which many fast algorithms are known [S71, S80]}. At the
other end of the spectrum (r=2,3). the class includes the 2- and 3-dimensional
meshes of trees, for which many good algorithms are also now known. Whether

or not the graphs in the center of the spectrum are useful (we suspect that they
are) is an interesting open question. .
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Silicon-On-Insulator Bipolar Transistors

M. RODDER anp D. A. ANTONIADIS, MEMBER, IEEE

Abstract—Thin-film lateral n-p-n bipolar transistors (BJT) have
been fabricated in moving melt zone recrystallized silicon on a 0.5-um
silicon dioxide substrate thermally grown on bulk silicon. Current.
voitage characteristics of devices with different base widths (S and
10 um) have been analyzed. The use of a metal gate over oxide
covering the base region has allowed the devices to be operated as
n-channel MOSFET"s as well thus surface effects on device character-
istics have been investigated under varying gate-bias voltages. Maxi-
mum dc current gain values of 2.5 were achieved with a S-um base
width and values around 0.5 with a 10-um base width. Higher gain
values were impeded by onset of high-level injection which occurred at
low currents because of light base doping of these devices.

TO DATE silicon-on-insulator (SOI) technology has found
application only in MOSFET device fabrication. This is
because of the simplicity of these devices and also because the
extremely low-minority lifetimes in the dominant SOI films,
namely silicon on sapphire (SOS), have made bipolar devices
impractical. However, recent SOI technology based on moving
melt-zone recrystallization has yielded films with significantly
improved lifetimes [1]. SOI bipolar devices may be desirable,
either by themselves or in combination with MOSFET’s in the
same circuit, because they exhibit higher transductance for a
given area and bias current than MOSFET"s. This paper reports
the first realization of silicon-on silicon-dioxide bipolar devices,

The samples were prepared using the nonseeded moving
melt-zone recrystallization technique which has been reported
elsewhere [2]. The insulator material underlying the 0.5-um Si
film was 0.5 um of thermally grown SiO; on (111) oriented
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n-type doped silicon wafers. After recrystallization, the en-
capsulation layer was removed and a 500-A buffer oxide layer
was grown at 1000°C in 50 min. Next, a double boron im-
plantation was performed over the entire sample with doses
of 1.5 X 10'2 cm~? at 20 keV and 3.5 X 10'2 ¢cm~2 at
200 keV; this implant determined the base doping profile.
Following the implant, the base regions were covered with a
polyimide layer defined using a O, plasma etching process. A
phosphorous implantation to form the emitter and collector
regions was performed with a dose of 3.5 X 10!% cm~2 at
250 keV. The polyimide layer was then removed and an Al
layer was patterned to be used at a mask during the sub-.
sequent SF¢ plasma etch of the recrystallized Si, so as to
form individual Si islands, The 500-A oxide was then re-
moved and a new 1500-A gate oxide was thermally grown
at 900°C using a dry-wet-dry oxidation. Contact holes were
then defined and, subsequently, Al was deposited and pat-
terned to define the contact pads and gate electrodes. The
samples were finally annealed in forming gas at 450°C for 30
min. A cross section and top view of the merged lateral BJT-
MOSFET device is shown in Fig. 1.

The base (channel) dimension perpendicular to current
flow was nominally 100 um. Nominal base widths (channel
lengths) were § and 10 um. After measuring the actual base
widths on the sample and accounting for lateral diffusion,
the widths are estimated to be approximately 3.5 and 8.5 um.

Measurements of base and collector currents (/5 and /¢)
versus base-emitter voltage Vpg and as a function of top
gate-to-base voltage Vg were obtained using a two-channel
Keithley 619 Electrometer incorporated into an automated
data acquisition system. Values of oxide thickness and of the
MOSFET threshold voltage were also obtained using the above

0193-8587/83/0600-0193501.00 © 1983 IEEE

53




194

€ (Emiter 7%
ot ‘ C(Cd-m;

TRy

ARNRTTTRR RN 5\‘

AVIRLALL RN

AN

L2

3Ga(Bottom gate)
Cross section and top view of the lateral bipolar-merged MOS-
FET device.

Fig. 1.

system and a capacitance meter; typical values are 1,, =
1500 A, and ¥y = 4 V at zero source-bulk (emitter-base)
bias. Current-voltage characteristics are shown in Fig. 2 for
typical 5- and 10um base-width devices. All measurements
shown were performed with collector-base bias voitage Vg =
0 V to avoid any base-width modulating effects, and back-
gate (Si substrate) to base bias voltage equal to —~10 V. A small
number of devices were found to exhibit poorer characteristics
than those shown in Fig. 2. Given the fact that the silicon re-
crystallization was unseeded, we attribute these poor char-
acteristics to inevitable large-angle grain boundaries through
those devices [3]. No significant performance difference be-
tween the majority of devices oriented parallel or perpendicular
to the predominant sub-boundary direction was observed.

Two characteristics of the collector current can be seen
from Fig. 2(a): (a) for sufficiently negative values of Vp
(=3 V), I is independent of variations of Vgg; (b) as Vg
increases, /o~ shows a strong dependence on the gate-to-body
bias voltage. Since we are primarily interested in the bipolar
characteristics of the thin-film device, it is important to
understand which of the /¢ curves are strictly due to lateral
bipolar action.

The distinguishing characteristics of a true (lateral) bipolar
device are two-fold. First, if the carrier quasi-Fermi levels are
assumed constant through the base-emitter junction depletion
region, then the collected bipolar current exhibits a char-
acteristic of the form /qa exp [qVge/nkT), where n = 1 for
low, and n = 2 for high-level injection conditions. Hence, on a
semi-log plot of /o versus Vpg, for lowdevel injection the
slope should correspond to the well-known 60-mV/decade at
room temperature. Second, the collected bipolar current is due
to the flow of injected minority carriers through a base region
which satisfies the quasi-neutrality condition—i.e., the net
charge density in the base p, satisfies the condition p, €qN 4
where NV, is the base-doping concentration. Therefore, if a
component of collected current is due to injection of minority
carriers into a region which does not satisfy the quasi-neutrality
condition, then this component is not due to true bipolar
transistor action but rather to field-effect action. Such a cur-
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Fig. 2. (a) Typical I-V characteristic for a short-channel length device,
(b) Typical I-V chanacteristic for a long-channel length device. All
measurements at Vgp = 0 V and ~10 V bias of back gate with re-
spect to the emitter (source). ’

rent component might be due to injection into a depleted
region at the top or bottom Si-SiO, interface.

Thus to assure that the measured /o is strictly due to
bipolar action, it is important that the base near both the top
and bottom Si-Si0, interface is biased into “flat-band” con-
dition. If these regions are depleted then what we are observing
is actually a surface MOSFET operating in weak inversion in
paralle] with the bipolar transistor. It is interesting to note that
under these conditions, simple theory {4] predicts the slope
of the drain current with respect to ¥gg (this would be Vg
in MOSFET convention), is also 60 mV/decade as for the bi-
polar and thus as can be seen from Fig. 2(a), the slope cannot
be used to distinguish between MOSFET and BJT operation.
Since for electrons emitted into a depleted region there is very
little recombination the apparent dc current gain 8 under this
condition can be very high. Thus of the /o curves in Fig. 2(a),
the ones that correspond to true bipolar action are the ones
for which Vgp assures neutral or accumulated surface condi-
tion. In our case this occurs around Vgg = —3 V. Below this
value, the surface starts accumulating and the effect of the
Vep is screened out of the bulk base. Similarly the —10-V
bias of the back gate with respect to the base assures that the
back interface is accumulated, and, therefore, it does not
present a favorable current path.

It is important to stress at this point that any other way of
biasing our device would give erroneous results. For example,
if the top gate was left floating or equivalently it was not
there, as in most bulk lateral BJT, then fixed surface charges
could deplete the surface and allow favorable surface current
emission. Similarly, if the gate was biased with respect to the
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source rather than with respect to the bulk, 2 Vgg-dependent
depletion modulation could occur with concommitant effects
on the relationship between /¢ and Vg

Although the collected current shows a strong dependence
on Vg, Ig shows only a slight dependence and only at low
Vge (Fig. 2(a)). This dependence is due to the fact that if the
base region under the gate is depleted due to an applied bias
Vg, the base current will have a component arising from re-
combination in this depleted region. Since the magnitude of
the recombination current is proportional to the depth of the
depletion region, it is obvious that /g will be a function of
Vg since the depth of the depleted region itself depends on
V- However, it is interesting to note that this surface effect
is quite small indicating a low density of surface recombina-
tion centers at the top Si-Si0O, interface.

Both the collector-current and the base-current character-
istics exhibit considerable change in their respective slope at
increased Vgg. Considering at first only the currents due to
true lateral bipolar action, there are two effects both of
which cause degradation of the current characteristics. First,
the collector-current slope changes from 60 to 120 mV/
decade due to the onset of highdevel injection in the vicinity
of Vgg = 0.7 V. From classical theory, for a uniformly doped
base the onset condition is defined as

k
Vpg =2 g In T 0y
q ny

The value of N, = 1 X 10'® cm~3 from the above definition
corresponds reasonably well with the average base doping ob-
tained from Vp versus Vgg ~bservations and from SUPREM
simulation; the fact that the base doping is not uniform per-
pendicularly to current flow does not significantly alter the
validity of this discussion. On the other hand, the base-current
slope degradation is not due to highlevel injection; rather, a
high series resistance of about 10 kS2, from the edge of the
base to the contact causes the actual base-emitter junction
voltage to be less than the externally applied value of Vg,
for Vg applied greater than approximately 0.75 V. Hence,
for Vgg > 0.75 V, I also degrades because of this base series
resistance effect.

Now, consider the current flow attributable to the merged
MOSFET device associated with the top Si~SiO, interface.
From Fig. 2(a), it can be seen that the degradation of current
slope of the merged MOSFET begins not at a fixed Vgg but at
a fixed value of collected current—interestingly, at approxi-
mately the value of /¢ at which the true bipolar device enters
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the highdevel injection region. It can be shown easily that this
change of slope is due to onset ¢f moderate inversion (i.e., end
of the weak inversion) of the merged MOSFET device [5];
hence, the onset of moderate inversion for the MOSFET
occurs at the same value of /o as the onset of highdevel in-
jection for the BJT. This interesting observation can be easily
shown to be predicatable from straightforward device theory
[4].

It is now important to analyze the differences in /-¥ char-
acteristics due to varying base widths. As can be seen by com-
paring Fig. 2(a) to Fig. 2(b), the values of /g for a 5um base-
width device is lower than the corresponding value for a
10-um base-width device at the same Vgg. This is obviously
due to less recombination in the narrower base. Accordingly,
the dc common emitter current gain (8), increases from a
value of 0.5 for the 10-um device to above 2.5 for the Sum
device. This indicates that the base current, for the most part,
is due to bulk minority recombination. Using standard BJT
theory and the two values of base width, a characteristic dif-
fusion length (L,,) is determined to be approximately 5 um.
Assuming a value of D,, = 10 cm?/s for the electron diffusion
coefficient, we obtain an approximate value of r,, =3 X 10~8s
for the minority <arrier lifetime (electrons).

It is not clear at this point whether the observed low life-
time is an inherent property of our thin films, or whether it is
due to subsequent processing. Lifetimes in the microsecond
range in SOI have been reported previously [1], although they
were measured using a MOS deep-depletion capacitance re-
covery technique. Thus it appears that higher §’s can be achieved
in the future using these SOI films. Nevertheless, modifications
in the device design to allow scaling of the base width to less
than 1 um, while maintaining a low base series resistance, can
yield devices with f’s of about 20 even with the present low
lifetimes.
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LAYING THE POWER AND GROUND WIRES ON A VLSI CHIP

Andrew S. Mouliton

Massachusetts Institute of Technology

Abstract

This paper presents the approach of MIT's Placement-
Interconnect (PI) Project to routing noncrossing VDD sad GND
trees in single-layer metal. The input to the power-ground phase
is a set of rectangular modules on a rectangular chip. There
is one VDD pad, one GND pad, and each module has one
VDD terminal, one GND terminal, and a current requirement.
The power-ground phase calculates a cycie that passes through
every module once, dividing the VDD terminals from the GND
terminals. This splits the chip into 8 VDD region and a GND
region. Signal-routing techniques find a short Steiner tree in the
VDD region that connects the VDD terminals to the VDD pad.
This Steiner tree consists of minimum width metal wires. The
same techniques route the GND tree. Using each module's current
requirement, tree-traveral determines the current requirement aad
required width of each wire of the trees. Techniques used to widen
overcrowded channels widen the wires, producing the final VDD
and GND trees.

Introduction

MIT's Placement-Interconnect (PI) Project, described by
Prof. Ronald Rivest at the 19th DAC, is automating the placement
and interconnect phases of IC design of custom NMOS or CMOS
chips designed under the rules of Mead and Conway. Input to
P1 consists of a description of the rectangular modules and pads
to appear on the chip and a set of nets, where each net is &
set of terminals on modules and pads to be connected by wire.

Each chip has one VDD net, one GND net, and many signal nets. - -

To produce the description of the routed chip, Pl goes through
the following stages: placing the modules and pads on the chip,
routing the VDD and GND nets, routing the signal nets, and
compacting the layout of the modules, pads, and wires.

At the end of the placement phase, Pl knows the current
requirements of each terminal and knows the position of the one
VDD pad, the one GND pad, the signal pads, the modules, and
the terminals.

This paper describes PI's techniques to route the VDD
and GND npets, which is the goal of Pl's second phase, the
power-routing phase. Power-routing lays wires to connect the
VDD terminals to each other and the GND terminals to each
other. These wires form a tree with its base at the pad and its
feaves at the modules’ terminals. Each wire of the tree must be
wide enough to carry the current that might flow through it.

Drawing both trees in the metal layer requires that they do not
cros.

We want the total lengtt of the two trees to be as small as
possible. Using less of the metal layer for power wires leaves more
metal for the signal-routing phase, cnhancing its performance.
The signal-routing phase divides the chip ares not occupied by
pads, modules, or power wires into rectangular regions called free
channels and uses these free chanaels to determine where to lay
signal wires. Short simple, regular power trees produce regular
free channels that are more nearly square. Dealing with such {ree
channels enhances the signal-router's performance.

History

Zahir Syed and Abbas El Gamal's' algerithm grows
interdigitated trees. Applying “traffic rules” to the free channels
between modules prevents the trecs from crossing. Another possible
approach routes one tree, minimising its length, and then routes
the other tree without crossing the first. This approach then
rearranges separate branches of each tree, hoping to shorten the
second tree without greatly lengthening the frst. Other anproaches
grow the tree simultaneously. Rothermel and Mlyniki® grow one
tree from the left, the other from the right. Another approach
grows, at each step, the branch of a tree that would least hinder
the growing of the other tree.

Using a Hamiltonian eyele to divide the chip into regions

PI's power-routing phase divides the chip into a VDD
region and a GND region and then routes each net within the
appropriate region. To see the relationship between the layout of
power trees and a cycle that passes through every module exactly
once, consider a chip with the power trees aiready laid. Imagine
standing on a module with the module’s VDD terminal on your
right and its GND terminal on your left. When you try to walk
to another module, keeping the VDD wires on your right and
the GND wires on your left will determine the next module you
encouater. Continuing the walk takes you through every module
and back to where you started. A layout of power trees thus
determines a Hamiltonian cycle. PI's power-routing phase first
draw a Hamiltonian cycle and lets this cycle determine the layout
of the power trees.

Several characteristics of the cycle are closely related to
the quality of the corresponding tree layout. To ensure that
the chip is divided into two regions, the cycle must not cross
itself. The two regions produced by a shorter cycle have simpler
shapes, and routing in such regions results in better trees. These
considerations lead us to find as short a Hamiltonian cycle as can
be found in a reasonable amount of time.

Finding a short Hamiltonian eycle

When using an algorithm to find a short Hamiltenian cycle,
we must define the distance from one module to another. In
keeping with our notion of traveling with the VDD wires on

*This research we supported by DARPA grant N0014-80-C0622 and Air Force grant AFOSR-
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our right; we imagine that the Hamiltonian cycle will leave a
module at a point, called an OUT point, on the perimeter of
the module halfway between the terminals. The OUT point is
countercleckwise (rom the VDD terminal and clockwise from the
GND terminal. Every module also has an IN point (clockwise from
the VDD terminal, counterclockwise from the GND terminal).
The distance from Module A to Module B is the Manhattan
distancs (chinge in x-coordinate plus chauge in y-coordinate)
from 4's OUT point to B's IN point. Note that this definition of
distan_ e is not symmetric.

There are many ;lgorithﬁl to find a short Hamiltonian cycle.?
PI cu-rently uses Shen Lin’s%:

Start with a random, directed Hamiltonian cycle.
Delete three edges.

Reconnect the segments to form a new Hamiltonian
cycle.

{f the new cycle is shorter than the original, look for
three edges to dejete from the new. If not, look
for another set of three edges to delete from
the original. If trying all possible sets of three
edges fails to produce a shorter cycle, accopt the
original cycle as a ressonably short Hamiltonisn
cycle.
Routing the Hamiltonian cycle
The preceding algorithm gives the order in which the cycle
traverses the modules but does mot completely determine the
cycle. We regard each edge of the cycle as a net of two “terminals”®
{one module’s OUT point and the other's IN point) and route
it using signal-routing techniques. These techniques minimise the
wire lengths and the aumber of jogs, which is what we want. In
routing the cycle's edges, no wire is allowed to cross a wire of
a previously laid edge. This ensures that the final cycle will not
croes itself.

We must decide the order in which we route the segments of
the Hamiltonian cycle. Laying the wires of one edge could block a
path that would provide a short routing of a later edge. In routing
this later edge, we may need to lay long wires to avoid crossing
the previously laid wires. This effect is more npoticeable with
shorter edges. For a longer edge, when one module’'s QUT point
is far from the other module's IN point, there is a greater choice
of paths connecting these points using wires of approximately the
same length, so cutting off one of these paths is less likely to
significantly increase the final length of the tree. We therefore
route the edges of the Hamiltonian cycle is sscending order
according to the length of the edges.

Routing the VDD sad GND nets

When the Hamiitonian cycle is completely routed, all
terminals of one power net will be inside the cycle, all terminal
of the other power net will be on the outside.

‘We first route the net inside the Hamiltonian cycle. To do
this, we use signal-routing techniques that 8nd a short Steiner
tree that spans the terminals. We restrict this routing so that it
doesn’t cross the Hamiltonian cycle,

We then delete the Hamiltonian ¢ycle and use signal-routing
techniques to route the other net. We restrict this routing so that it
doesn’t croas the wires of the previously laid tree. After this routing
has been accomplished, we have two noncrossing, interdigitated
trees of minimum length wires. The following example shows the
successive stages of input, drawing the Hamitonian cycle, routiog
the VDD tree, and erasing the Hamiltonian cycle and routing the
GND tres.
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Determining wire width

Tree traversal determines how much current might flow
through each wire of the tres. We regard the layout of wires
of each net as a tree with its base at the power pad and its
leaves at the modules' terminals. User input gives each terminal’s
maximum current requirement. The maximum current of s wire
ending in s terminal is the maximum current of ihe terminal
The maximum current of other wires is the sum of its children's
maximum currents. Afier every wire's maximum current is known,
muitiplying by a design-rule constant gives every wire’s minimum
width.

Widening the wires .

PI's stretcher widens each wire at least to its minimum
width. The stretcher has algorithms to widen free channels whea
too many wires are squeesed into too little space. Tt uses these
same algorithms to widen the power wires. .

We regard each power wire as a long, thin rectangle and then
regard each rectangle as a channel. We widen the channel, which
means stretching the channel in the direction perpendicular to
the current flow. Tree traverssl shows the channel sides through
which current enters and leaves the channel. If these xides are
opposite each other, the direction of current flow is obvious and
we stretch only in the direction perpendicular to this. If not, we
stretch in both directions.

We stretch horisontally (in the x-direction) and then vertically
(in the y-direction). Each direction requires a separate sequence
of deciding whether or not this channel should be stretched in
this direction, calculating the channel's minimum width, and then
applying the stretching algorithms.

The result of stretching in both directions is the final power
trees.
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Signal Delay in RC Tree Networks

JORGE RUBINSTEIN, MEMBER, IEEE, PAUL PENFIELD, JR., FELLOW; IEEE, '
AND MARK A. HOROWITZ, sTUDENT MEMBER, IEEE

Abstracz—In MOS integrated circuits, signals may propagate between
stages with fanout, The exact calculation of signal delay through such
networks is difficult. However, upper and lower bounds for delay that
are computationally simplz are presented in this paper. The resuits can
be used 1) to bound the delay, given the signal threshold, or 2) to

- bound the signal voitage, given a delay time, or 3) certify that a circuit

is “fast enough,” given both the maximum delay and the voltage
threshold. :

I. INTRODUCTION

N MOS INTEGRATED CIRCUITS, a given i.verter or logic
node may drive several gates, some of them through long
wires whose distributed resistance and capacitance may not be
negligible. There does not seem to be reported in the litera-
ture any simple method for estimating signal propagation de-

lay in such circuits, nor is there any general theory of the

Manuscript received April 20, 1982; revised June 14, 1983. This
work was supported in part by Digital Equipment Corporation, in part
by the Advanced Research Projects Agency of the Department of De-
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properties of RC trees, as distinct from RC lines. This paper
presents a computationally simple technique for finding upper
and lower bounds for the delay. The technique is of impor-
tance for VLSI designs in which the delay introduced by the
interconnections may be comparable to or longer than active-
device delay. This can be the case for wiring lengths as short
as 1 mm, with 4-um minimum feature size. The importance
of this technique grows as the wiring lengths increase or the
feature size decreases. _

Consider the circuit of Fig. 1. The slowest transition (and
therefore presumably the one of most interest) occurs when
the driving inverter shuts off and its output voltage rises from
a small value to Vpp. During this process, the various parasitic
capacitances on the output are charged through the pullup
transistor. Fig. 2 shows a simple model of this circuit for tim-
ing analysis. The pullup, which is nonlinear, is approximated
by a linear resistor, and the transition is represented by a volt-
age source going from O (or a low value) to Vpp at time £ =0.
(Later, for simplicity, a unit step will be considered instead.)
The polysilicon lines are represented by uniform RC lines.
The resistance of the metal line is neglected, but its parasitic
capacitance remains. Capacitances associated with the pullup
source diffusion, contact cuts, and the gates being driven are
included. Any nonlinear capacitances are approximated by
linear ones.

If all the resistances except the pullup can be neglected, then
all the capacitors can be lumped together, and the circuit re-
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Fig. 1. Typical MOS signal-distribution network. The inverter is shown
driving three gates, through a fanout network implemented in poly-
silicon and metal
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Fig. 2. Linearcircuit model for the network of Fig. 1. The voltage
source is a step at time ¢ = 0.

sponse may be found in closed form. The voltages at all the
outputs are the same:

Vou(?) = Vpp(1 - & #RCT) )

where R is the pullup resistance and Cr the total capacitance.
Thus at a given time T, the output voltage vo,(T) is given by
(1), and the time at which vgy:(?) reaches some specified criti-
cal voltage V- is given by

Voo 2
Voo - Ver' @

However, if the resistances of the lines are comparable to
that of the pullup, this solution is not correct. The circuit re-
sponse cannot generally be calculated in closed form. There-
sults below can be used to calculate upper and lower bounds
to the delay that are very tight in the case where most of the
resistance is in the pullup. The theory as presented here does
not explicitly deal with nonlinearities and therefore does not
apply to signal propagation through pass transistors.

Previous work on distributed RC circuits is summarized in
the extensive bibliographies of Ghausi and Kelly [1] and
Kumar [2]. There does not appear to be any treatment of
RC trees, as distinct from RC lines, in these bibliographies.
Perhaps the most complete treatment of the properties of RC
lines is that of Protonotarios and Wing [3], [4]; some (but
not all) of the theorems proved there also apply to RC trees.
Most of the work cited deals with techniques to approximate
the response of such networks, rather than to find bounds;
an exception is that of Singhal and Vlach (5], [6]. An im-
portant early analytical approximation to delay is that by
Elmore [7], who called the first moment of the impulse re-
sponse the delay. This definition is inadequate because it
does not define delay in terms of signal threshold.

Preliminary, restricted versions of some of the results given
below have been presented before by the two senior authors

T=RCrln

60 '

203

(8], [9], and utilized in at least two working timing analyzers
[10]-[12]. The junior author simplified the derivation and
tightened some of the bounds.

1I. STATEMENT OF THE PROBLEM

An RC tree, as considered in this paper, is a generalization
of the well-kknown RC lines [3], [4]. It may be defined re-
cursively as follows. There are three primitive elements. First,
a lumped capacitor between ground and another node is an RC
tree. Second, a lummped resistor between two nonground nodes
is an RC tree. Third, a (distributed) RC line, uniform or non-
uniform, in the configuration with no dc path to ground, is
an RC tree. Finally, any two RC trees with common ground,
and one nonground node from each connected together, form
a new RC tree. This definition does not permit resistor loops,
so that the resistors (including those in the distributed RC
lines) form a topological tree that does not include the ground
node. All of the capacitors (including the distributed capaci-
tances in the RC lines) are connected to ground. One of the
nonground nodes of the final tree is assumed to be the input,
and one or more nodes the outputs.

In many cases, each branch of the tree except the input ter.
minates in an output; however, this is not required, and in this
paper the outputs may be defined at any of the nonground
nodes.

As a consequence of this definition, there is a unique path
through the resistive part of the network from any nonground
node to the input.

For simplicity, most of the theory below will be presented
for the special case with only lumped resistors and capacitors.
However, the generalization to include distributed RC lines
(uniform or nonuniform) is straightforward. All the results
apply in the form given, except that the summations in the
formulas for Tp, Tpy, and Tg; are replaced by a combination
of summations and integrals. The easiest way to picture the
result is to think of each RC line as represented by a finite
number of lumped RC sections, so that the derivations apply,
and then consider the limit as the number of sections used
to represent each line goes to infinity. All the summations
are well behaved in the limit. The required integrals are given
explicitly in Appendix A for both uniform and nonuniform
distributed lines.

The RC tree representing the signal path is, without loss of
generality, assumed to be driven at the input with a unit step
voltage (henceforth all voltages may be thought of as nor-
malized to the magnitude of the step excitation). Gradually
the voltages at all other nodes, and in particular at all the
outputs, rise from 0 to 1 V. It is assumed that the output
voltages cannot be calculated easily. The problem is to find
simple upper and lower bounds for the output voltages, or,
equivalently, to find upper and lower bounds for the delay
associated with each output.

III. ANALYTICAL THEORY

Consider any output node { (in this paper, / will be used as
an index selecting an output node) and any lumped capacitor
at node k with capacitance C,,. The resistance R,; is defined
as the resistance of th: portion of the (unique) path between




Fig. 3. Illustration of resistance terms. For this network, Rg;= R +
Ry, Rxgx =Ry +R3 + Ry, and Ry=R, + Ry +Rs.

the input and {, that is common with the (unique) path be-
tween the input and node k. In particular, R;; is the resistance
between input and output /, and R, is the resistance between
the input and node k. Thus Rg; K Ry and Ry; K Ry, Foran
example, see Fig. 3.

The sum (over all the capacitors in the network)

Tp=Y RuCx 3)
k

has the dimensions of time. Next, define for each output i

two quantities that also have the dimensions of time

Tpi= ; RiaCy
Tri= (; R%Ck)/ Ry.

These quantities play 2 role in the final delay formulas but
none of them is equal to the delay, although Tp, is equal to
the first-order moment of the impulse response (see Appendix
B), which has been called “delay” by Elmore {7]. Note that
the network has one value of Tp, but each output of the net-
work has a separate Tp; and Tg,. It is easily shown from the
definitions that

Tre < Tpi < Tp. (6)

For RC trees without side branches, Tp; = Tp.. An interpreta-
tion of Tp and Tp; in terms of the system function of the net-
work appears in Appendix B.

The voltage at each output i (and in fact at each node) is a
monotonic function of time during the transient, as proved
in Appendix C. Also, the analog of the well-known fact that
voltage along an RC line is a concave function of distance
(suitably defined) is the following general result (proved in
Appendix D):

Ryl1 - v ()] 2 Ra[1 - vy (e)].
A similar result is found by interchanging / and k subscripts
Rug[1 - vk (1)) SRy (1 - v (1)]. ®)

These results apply to any output i and any node k, whether
the output is “upstream” or “downstream” from the node k.
At any instant of time, the voltage difference between the
input and any output i may be calculated by summing the
voltage drops along the (unique) path between input and out-
put. Each such drop may be expressed as the resistance times
the current feeding all “downstream™ capacitors. Alterna-
tively, this double sum may be expressed as a sum over all ca-
pacitors in the network, of the current through each capacitor

@
&)
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Fig. 4. Interpretation of fj(r) as the integral above the response y(r).
Note that fj(=) = Tp;.

times that portion of the “upstream’ resistance that also hap-
pens to lie along the path to the output i, This resistance is
what has been defined as Ry, so .

doy
dt ’

1-y()= ;RHC,, )

Equation (9) is integrated between O and 7, and the result
denoted f;(2):

t
= J; [1-v)) ar’
= ;Rldckvk(t)

=Tpi- gkuckll - u()]. (10)
This .integral plays a central role in the derivation of the
bounds. A graphical interpretation appears in Fig. 4, which
shows a typical step response. The area above the response
but below the unit input is f;(f). As ¢ approaches infinity,
this approaches Tpy,.

If (7) and (8) are used in (10), the resuit is

Trel - ()] <Tp; - f;(€) <Tp{1 - 0, (0] (1n
which is equivalent to
Tpi- fi(®) dfi(®) _Tpi- fi2)
Tp < dt < Tas 12)

which, when integrated between times ¢; and ¢, 2 ¢, yields
=(t3-t)/T;
[Tor- £ie)] € VTR (Tpy - £i(2y))

< [Tpi- fi(e)) TP, (13)
Since v;(¢) is monotonic nondecreasing
(24 - t3) [1 - v;(ta)) <Sita)- fi(t3) (14)
for any nonnegative £ and 4.
The voltage bounds are now easily derived. Of course
u()»0 (15)

but, in addition, from (11) and (14) with¢; =0and 24 =¢

.
vu@)>1- —2

rem (16)
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Fig. 5. Form of the bounds, with the distances from the exact solution

exaggerated for clarity.

and, from the first inequality in (11), (14) with t3=¢-Tp +
Tg; and £ty =t, and the second inequality in (13) with ¢; =0
and ¢, = ¢y '

T - -
u@>1- 7{?1. e TP-TRITp ~tITp an
P .

which holds only for £ Tp - Tp;. The best lower bound is
(15) for e K Tpy~ Ty, (16) for Tpy - Ty &t K Tp - Tre-and
(17) for Tp - Tr; <t. The upper bounds on voitage are, from
(1 l)and (14) with 3=t and g = 0

n<1-12-1 (18)
Tp .

and, from the second inequality in (11), the first inequality in

(13) with 2, =Tpy - Tryand ¢, =¢, and (14) and t3 = Tp,; -

Tgriand t4 =0

u(®)<1- l;_‘R_i_e Tpi-TRNITRI e'tﬂ'Ri 19)
P

which holds only for ¢ 3 Tp; -~ Tgr;. The best upper bound for
voltage is (18) for t € Tp; - T, and (19) for Tp; - Tr; <t.

Bounds for the time, given the voltage, are possible because
the voltage is a monotonic function of time. Of course

t>0 (20)
and in addition, (18) and (19) can be inverted to yield
t2 Tp- Tpll - v()] (21)
Trt
t2Tpi~ T+ Tgiln —m————— (22
o~ Tre* Treln oo ] )
and (16) and (17) yield
Tp
<=L __
1- U;(f) TRI (23)
t<Tp-Tri+Tpln Toi (24)

Tp(1 - vi(1)]

where (22) applies only if v,(t) 1 - Tg;/Tp. and (24) only
if 0,(¢)> 1 - Tp;/Tp. The general form of all these bounds is
illustrated in Fig. 5.

These bounds, (15)-(19) for voltage. and (20)-(24) for
time, constitute the major result of this paper.
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]
co OUTRUT N
AES RES, CAP
i i
R AES - URC RES, CAP

Fig. 6. Elements sufficient for describing RC trees. For simplicity,
only uniform distributed RC lines are included. The parameters are
CAP, RES, and N, and the functions which return networks are C,
OUTPUT, R, and URC. The capacitor and output designation are
one-port elements, and the resistor and uniform line are two-port
elements.

IV. PRACTICAL HIERARCHICAL ALGORITHMS

Use of hierarchy is a powerful way to deal with complexity
in design of large systems. Computation cost is usuaily less
with hierarchical algorithms, and analysis of part of a design
can be done before the rest is known. In this section, pro-
grams are given for calculating the voltage and time bounds
of this paper hierarchically. Although intended for exposition,
these programs are complete and do work. They may be used
interactively, without any changes whatever, for small or mod-
erate size networks, or, for large networks, they may be in.
corporated into systems that deal with machine-readable net.
work descriptions.

One way to use the inequalities of this paper is to consider
the overall RC tree, and compute for each capacitor the ap-
propriate R,; and Ry, so that Tp, Ty, and Tg, for each out-
put can be found. Of course, for networks with distributed
lines, the sums are augmented with integrals as discussed in
Appendix A. In this approach, the calculations for each out-.
put require time proportional to the square of the number of
elements.

An alternate scheme is to build up the network by con-
struction, and calculate independently for each of the partially
constructed networks enough information to permit the final
calculation of Tp, Tpy, and Tr,. A recursive definition of RC
trees is given below, and if the network is expressed in these
terms rather than in the form of a schematic diagram, the re-
sulting expression can be used as a guide for the calculations.
The computation time for each output is proportional to the
number of elements, rather than the square of the number.
Programs that implement this approach appear below.

Fig. 6 shows the four building blocks: lumped capacitor,
lumped resistor, uniform RC line, and declaration of output.
The capacitor and the output label are considered as two-
terminal, or one-port networks. The RC line and the resistor
are considered as two-port networks. If desired, particular
nonuniform RC lines, such as exponentially or linearly tapered
lines, can be included also. Fig. 7 shows the five permissible
ways of wiring these building blocks, or previously wired sub-
networks, together. Any RC tree can be denoted by an ex-
pression using only these wiring functions. The syntax shown
is identical to APL syntax. and the programs below are written
in APL. Note that Figs. 6 and 7 do not give a minimal set of
elements or wiring func'‘:ns, since some can be expressed in
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010 0 e Kl

A PB A wWr B wTo A
@ o— A f— 8 |
" A A w 8

Fig. 7. Wiring functions for interconnecting elements or subtrees. The
functions which return one-port networks are P, WT, and WTO, and
those that return two-port networks are WP and WC. Here Aand B
are prevxously defined RC trees. )

— s,
iv
34
2
B2 Lr
Fig. 8. Example network. Parameter values are in ohms and farads.

The characteristic times (in sec.) are Tp =419, Tps = 386, Trs =
307.7,Tp)3 =363,and TRyy = 335.2.

13

terms of others. The names for the wiring functions are taken
from the notation of the program MARTHA [13]-[16].
Example: The network shown in Fig. 8 may be denoted

(R15) WT'(C2) P((R 8) WT'(C7) POUTPUT5)
P((URC 3 4) WC WP C9) WT OUTPUT 12

and is a one-port network, with two declared outputs.

(25

For convenience, this notation allows a network with only

one output to be expressed as a two-port with the second port
an implicit output, without any explicit output declaration.
. The explicit declaration of outputs is handy because often
side branches do not represent outputs of interest.

If an expression such as (25) is to be used as a guide for
the calculations, then each function shown must correspond
to the calculation of partial results which are sufficient to
allow further calculations. The following information is ade-
quate at each stage in the construction of the network:

(1) Total capacitance Cy.

(2) Tp of the network as constructed so far.

(3) For a two-port, considering port 2 as an implicit output,
R;,, Tpy, and Tg,. (For convenience, the product
R33Tp, is used in the programs below instead of Tg,.)

(4) For each declared output in a one-port or two-port net-
work, R”, TDh and TRI' (For convenience, RyTgryis
used rather than Tg,.)

(5) For each declared output in a two-port network, R,;.
Each of the quantities identified above pertains to the particu-
lar subnetwork and can be calculated from a knowledge of
that subnetwork alone, independent of how the subnetwork
may later be wired together with other subnetworks. Asan
example of the use of these quantities during construction of
the network, consider the cascade operation WC. The objec-
tive is to find Cy, Tp, R332, Tps, Try, and all Ry, Ty, Trys
and R, of the cascade 4 WC B from the cosresponding quangi-
ties for its two arguments A and B. The formulas for calcu-
fating these are
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L
(1)  *'CAPACITANCE® ERRORIZ 3#0CAPe,CAP
(2] v Z+1,CAP,0

v ZeoUTPUT R
(1]  ~'OUTPUT LABEL' ERRORI? 1sph+ N
[2) 2+4100 4,000

v

¥ ZeR RES -
(1) *'RESISTANCE' KRRORIP \woRESe, RES
(2] Z¢ 200 R85, 00

v

V  ZeURC RC:RES:iCAP
{21 +'RES, CAP* ERRORIP 2wpRCw RC
[2]) RESe14RC
{3) CAP*14RC
(8] v L42,CAP,(CAP=RES$2) . RES, (CAP=RES42 ) ,CAP» RES*RES+3

Fig. 9. APL functions for the elements.

Cr=Cra+Crs (26)
Tp=Tpy +Tpg +R224Cr8 27
R32=Ra4 *R23p (28)
Tpy =Tpaa +* Tp + Ry24Crn (29).

TraR33 =TR24R324 + Tr28R228
+2R224 Tpos + R3:4Cra (30)
Ry=Rys,Ryup + R4 E3))

Tpi= (Tpia * R2aCrs). Tois
+R324Cr8 * Tp2a (32)

TriRit = (TriaRua *R314Crs), Tria Rup

+TRaaR224 + 2R224Tpip +R324Crs (33)
Ra=Rj4,R2ig +Rz4.- (34)

The corresponding formulas for the other wiring functions are
similar, but not as complicated.

A set of APL functions which implement this scheme appear
in Figs. 9-12. The necessary data is passed around in the form
of vectors. A one-port network is represented by the vector 1,
Cr, Tp, followed by zero or more sets of four numbers, N;,
Ry, Tps, TpiRy. The number 1 starting off the vector is the
number of ports, and NV, is the (numerical) label for each out-
put. It is not necessary to pass along the number of declared
outputs since that can be calculated from the length of the
vector. In a similar way, a two-port network is represented by
the vector 2, Cr, Tp, Ry, Tpz, TRaR32, followed by zero
or more sets of five numbers, N;, Ry, Tpy, TriRy, and R4y,
one set for each declared output.

The background functions in Fig. 12 provide 1) some error
control (with automatic abort in case of error), 2) calculation
of the number of ports of a network, O being returned for ill-
formed arguments, 3) a matrix with the data for the declared
outputs, and 4) extraction of Tp, Tpy, and Tr;. The four ele-
ments appear in Fig. 9, and the wiring functions in Fig. 10.
The listing of WC, for example, shows after error checking. the
calculation of the required output, term by term, from the
argumeants. This function can be compared with (26)-(34).

Fig. 11 shows five functions intended to calculate the bounds
for any network. The convention followed is that if the argu-
ment for any of these is a two-port network, the second port
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Vv 2eAPD
(1) *'1-PORT* ERNORIP(AsNPORTS A)visNPORTS B
(2] v 201,402 31082 3)),(344),348

v ZeA VT BiZ
(1] +'2-PORT* ERRORIP 2uNPORTS A
[2] «'1-PORT* ERRORIY? 1»NPORTS B
(3)  2e1.(AL2)0B(2]),A03)+B(3)+8(2]xA04]
BeOUTPUTS A

[S)  B(;3)eB0:3)+B(2)=581;5)
(6]  BUsuled(zu)eB(2)nE( 35002
(7]  2+2,,0 7142

BeOUTPUTS B
(9)  B{;2)eB(;2]04(s]
[10]  EUss)eB( b JealsTec 22400 InEL ;3))oB{ 2])nA8]02
L11] B0 3)e2(13)4051+8(2)=Als)
(.12] 20Z..,8

v 2104
[1) *'2-PORT* ERRORIP 2#NFORTS A
2] v 2¢1,4(2 3),, O "1 OUTPUTS A

V¥ ZeA iC B2
[1]  +'2-PORT" ERRORIP(2»NPORTS A)vz-mm
[2} 292,(A023+8(2))  (AL3)+B(3)+BL2]%ALN 1), (ALN)*B(8]) ,ACSToB( S JoB(2]=ALN]
(33 ZOS.A“]'IIGJ’(ZHUISI'A[U)‘D!?]'AU)'?

BeOUTPUTS A

(5]  B(;3)e2(:3)+2(2)=5(;5]

(8]  B(ia)ef(;u)eB(2)22(;5]02

L’] bz. " ¢
BeOUTPUTS B

(9] 3(: 2 S)eEl: 2 S)eals]

(10]  EU:3)e80;3)eal5)*B(2)xala]

{11] s')‘ﬂlll'l(ﬁlﬁz-l[ﬂu[l])Olzllllhlﬁz
(12!' Mul

V ZeWP 4

(1] +*1-PORT* ERRORIP 1=NPORTS A

(2 2¢2,4(2 31, 00 0 ,,(OUTPUTS 4),0
v

Fig. 10. APL functions for the wiring functions.

: (g " LGN AULTRR () Y Lo ERROMIE B
SEIUP A T
(2]  Ze(ITRTP-TR)=1-(TDATPIne1-(IToTRIIE 30 TP (2] <t-1a81/0
3] 2+L(1-TDOLE™30[ IT+TR {3]) M,' ERROR.®
] ) v %0
(1) z;mx AT TD TR IR
(2]  ZeTmaoL“tstm-Inessorm TR > i
(3] zer-(zl1p-InerE-30( 7P (3] “teeonsso
v ' (3] 2+
¥V ZeTMIN AILIDRIPTR E;; ‘(u'n‘“s“l“”o
11 - senp 4 (6]  o((2010A)n(6s0AInLeS154)/0
(2)  zemp-rPar-nr (31 zeo
(31 | 2o2l(PmtPet-IT)=10-The1 ermo 20 TPe1-IT v
ZeTMAL ML TD: TP TR v BeQUTPUTS A
f;} T TONE 201 1-11)-10 ) w2 e
-11)- 1 2 SNPORTS AV/LA,L2
€3] ZoZL{TP=-TR) 01 TPreTDIAR"20( TPeL-IT %:; :s " M
' (8] Z2:8e((((p4)-3)48),8)0304

(s -0
v 20K A ] L218¢((((pA)=6)45),5)pé4
(1) «'CIRCUIT® EPRORIP~(NFORTS A)c 1 2 . (el v ' “ g
(2} Zo(To. 2TMAX A)=To <TMIN 4

v

Fig. 11. Response functions. The very small numbers in the functions 3 ' ﬁﬁmﬂ"‘m"s
guard against errors for pathological networks and certain limiting (2]  +2Z+'CIRCUIT® ERRORIP~N¢ 1 2
values for voltage and time. Ei} “(¥e2)/02 .
(5)  Se(pI), 1408
is taken as the desired output, and the declared outputs are 2 B
ignored. If the argument is a one-port network, then the de- (8]  ReSo(Z(:2]=0)E0 ;0 )080;2]
clared outputs are used. The two functions TMIN and TMAX m] T-esiont
calculate the lower and upper bounds for delay, and refer to a E:;; “’,;f:;;g”
global variable named ¥ which contains the threshold, a num- (13)  TAe(A(N1=0)=a(G JeAln]
ber (or array of numbers) between O and 1. The functions “'1. er

VMIN and VMAX calculate the lower and upper bounds for g 12, APL background func.ions to support the functions in Figs. 9,
signal voltage and refer to a global variable T containing an ar- 10,and 11.
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& EXANPLE OF TUS USE OF RC-TREE DRLAY CALCULATIONS:
BRANCHY « (R 8) ¥T (C 7) P OUTPUT §

BRANCE2 « (URC 3 8) ¥T (C 9) P OUTPUT 12

NET « (R 15) WT (C 2) P BRANCHL P BRANCHZ

a BOV THE RETWORK IS DEPINED.
V<+00.10.20.30.80.50.60.70.80.9°

n NOV THE VECTOR OP THRESNOLD VOLTAGES IS DEPINED.
A NEXT TO PIND THE NININUM AND NAXIMUM BOUNDS POR DELAY:

V. (ININ NET). TMAX NET
0

0 [] 70.261 27.033
6.1 8.9 0 121.03 68.167
0.2 §0.8 27.0 170.39% 117.22
0.3 93.0$ 72,555 226.3% 173.17
0.6 180.49 126,22 290.92 237.76
0.5 196.6 185.23 367.32 31n.15
0.8 265.27 260.12 860.81 407.65
.7 353.8 356.54 561.35 528.19
0.8 478.57 492.08 751.2% 698.07
0.9 691.88 728,78 1081.7 988.5
av ™I b0 TMAX T™AX

[} oTMUr S OUTPUT 12 oUTPUT § oUTPUT 12

n MOV 10 DEFIRE A DELAY VECTOR AND GEY THE BOUNDS ON VOLTAGE:
T+ 0 20 %0 60 80 100 200 300 %00 S00 1000 2000
o!’. (vnnn!')amxm

0.078759 0.1336S
20 ] [] 0.12649 0.18138
0 ] 0.03283 0.17822 0.2286
60 0 0.004 0.2219% 0.27320
] 0.0088853 0.1256$ 0.26968 0.31538
100 0.083316 Q.1668% 0.31563 0.35503
200 0.25459 0.38382 0.5085 0.52181
300 0.51206 0.58283 0.60269 0.6u487
800 0.537152 0.59263 0.78182 0.73648
500 0.63571 0.67M3 - 0.81345 0.80846
1000 0.80954 0.90271 0.96326 0.95601
2000 0.9898» 0.9910% 0.99857 0.997T77
ar VMIN VIR MAX VMAX
L] OUTPUT § OUTPUT 12 OUTPUT § OUTPUT 12

. Fig. 13. Example of the use of the fast calculation scheme to find up-

per and lower bounds on delay and response voltage.

1 1 1 |
Q 100 200 300 400 %00 600

. [,

Fig. 14. Upper and lower bounds for output S, as calculated in Fig. 13.
The exact solution, found from circuit simulation, is shown also.

ray of (positive) delay times. The final function, OK, refers to
both V and T and returns 1 if all is well, that is, if TMAX < T,
or -1 if the network definitely will fail, that is if T < TMIN,
or 0 if the bounds are not tight enough to tell for sure, that is
if TMIN K T<TMAX. An example of the use of these func-
tions to test the network in Fig. 8 is shown in Figs. 13 and 14.

V. ApPPLICATION TO PLA SreED ESTIMATES

These bounds are applied, as an example. to polysilicon lines
driving the AND plane of a PLA, to determine whether or not
the dominant delay occurs here. 1t is assumed that a strong

Y ZePLALINT N3A .
(2]  a«(UAC 180 0.01)¥C UAC 30 0.013
2] & 4 IS 4 SINGLE SECTION ACCOUNTING FOR TWO MINTERMS
[&)] Z+(R 180)WC WP C 0.0%
[4) a Z IS THE PULLUP R AND C POR SUPERBUFPER DRIVER
(5] LooPi+(¥s0)/0
(6] ZeZ KC A
[7]  NeR-2
(8]  ~LooP
v

Fig. 15. APL function which returns a model of a PLA line with N
minterms.

DELAY TiIME, ns.

0.0 Il 1 1 1 e
2 4 10 20 40 00
NUMBER OF MINTERMS

Fig. 16. Upper and lower bounds on response time of the network of
Fig. 1§, shown as a function of the number of minterms in the PLA.

superbuffer driver drives the line, and that every other min-
term has a transistor present. The gates are assumed to be 4-
microns square, separated by 24 um of RC line. The poly
resistance is assumed to be 30-Q per square, the gate oxide
thickness 400 A, and the field-oxide thickness 3000 A,

These numbers lead to a capacitance of 0.01 pF and resis-
tance 180 @ between gates, and a resistance of 30 Q and ca-
pacitance of 0.013 pF for each gate. The network is driven
by a source resistance of 380  and the effective capacitance
of the output of the driver is estimated as 0.04 pF.

A function which returns a network with N minterms is
shown in Fig. 15. The results of calculating the delay as a
function of the number of minterms are shown in Fig. 16. The
voltage threshold was taken to be 0.7 times Vpp. On this log-
log plot the quadratic dependence of delay on number of min-
terms (as a measure of the length of the line) is evident. Also
evident is the fact that even with as many as a hundred min-
terms, the delay is guaranteed to be no worse than 10 ns. This
suggests that the dominant delay in a PLA occurs elsewhere.

V1. CONCLUSIONS

A computationally efficient method for calculating the sig-
nal delay through MOS interconnect lines with fanout has
been described. Tight upper and lower bounds for the step
response of RC trees have been presented, together with linear-
time algorithms for these bounds from an algebraic description
of the tree. Substantial computational simplicity is achieved
even in the presence of RC distributed lines by representing
the RC tree by a small set of suitably defined characteristic
times, which can be calculated easily and used to generate
the bounds.

Although only the step response is considered here, the re-
sults can be extended to upper and lower bounds for arbitrary
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excitation by use of the superposition integral. This extension
is discussed in Appendix E. An example of this calculation ap-
pears in [9].

Extensions of the theory to RC trees with nonlinear ele-
ments (similar to the work of Glasser {17] for nonlinear MOS
inverters) would be desirable for better modeling of MOS cir-
cuits. Investigations of RC trees with nonlinear capacitors and
resistors are now under way, along with attempts to unify the
modeling of gates and interconnects, and in particular to in-
clude pass transistors in the interconnects. Tighter bounds are
aiso being looked for,

APPENDIX A

The results of this paper are valid for RC trees that contain
distributed RC lines. All results apply without change, except
that the definitions of Tp, Tp;, and Tg, in (3)-(5) are replaced
by (36)-(38) below.

The summations in (3)-(5) are for the case of lumped ca-
pacitors only, and the index k runs over all lumped capacitors
in the network. The form for networks with distributed RC

lines is similar; the index k runs over both lumped capacitors -

and RC lines. The terms for lumped capacitors are unchanged
from (3)-(5), but for distributed lines additional terms appear
in (36)-(38).

Each line k has a total capacitance Cj and appears in the net-
work with one end (say the left-hand end) nearer the input of
the network. Along the line, the capacitance is distributed,
but the cumulative capacitance ¢ is a function of position,
and has a value between 0 (at the left end) and Cy (at the right
end). For each value of ¢, there is a value of cumnulative resis-
tance r(c) monotonically increasing with ¢; 7(0) =0 and 7(Cy)
is the total resistance of the line. For uniform lines, r(c) isa
linear function, and for nonuniform lines 7(c) has other shapes.
Define the series of integrals

M= f y [r(c))” de.
()

Note that if the line k is interpreted as a simple RC tree thh—

out any addmonal elements, then its Tp and Tp are I and

ns TR is I®Ir(Cy). For a uniform line, I,‘ =7(Cx) Cx/2 and
= [r(C)]*Cif3.

For each distributed line & let Ry, be the resistance between

the left-hand end of the line and the input of the network, and

Ry; be the portion of that resistance that also lies on the

(33)

{unique) path between the input and any output i. Then the
expressions for Tp, Ty, and Tg, are

To= 2 RuCe+ 2 Ui 7 (36)

0 = Z Ry Cy + Z " (37

(38)

m=(}: R} Cy +2 ZRklII?) + Zlm)/Ru
x

where the first sum in all three expressions is over both lumped
capacitors and distributed lines; the second sum in (36) is
over all distributed lines; and the second sum in (37) and the

209

second and third sums in (38) are over only these distributed
lines which lie along the (unique) path between the input and
output i.

APPENDIX B

From (3) it is evident that Tp is equal to the sum of all the
open-circuit time constants of the network, a quantity that is
well known in the analysis of multistage amplifiers, and that
has been shown to be equal to the negative of the sum of the
inverse of all the transmission poles {18]}. That is, if the nor-
malized system function H;(s) for the output i is

1+ s+bys® +:--
1+a s+as? +--

Hy(s)= (39)
then Tp=a,. Also, it can be shown that Tp;=a; - b,.
prove this, one starts from the equality [19] betweena, - b,
and the first-order time moment fo h;(r) t dt of the impulse
response /;(?). Integrating by parts, one can show that

h dr = 1- dt,
J: i(®) tdr J; [1-v(®]dt

and therefore is equal to f;(ee)= Tp,, as given by (10). This
completes the proof, and shows that Tp; is equal to the first-
order time-moment of the impulse response.

APPENDIX C

It is proved here that when a linear RC tree is excited with a
step input from an initial rest condition, the voltage at each
node is 2 monotonic function of time. This condition is iden-
tical to the condition that the impulse response of the same
network is nonnegative. The proof is to assume that, with an
impulse applied at the input, the voltage on one or more nodes
is, at some instant of time, negative, and then show that this
assumption leads to a contradiction.

It is assumed that distributed RC lines in the tree can be re-
placed by finite lumped ladder approximations with arbitrarily
close impulse responses, so that if one or more nodes of the
original network has a negative voltage, then so does one or
more nodes of an approximate lumped network. For the re-
mainder of this appendix, this lumped network is dealt with.

At time ¢ =0+, the voltages on all nodes are nonnegative.
Let Umin(t) denote the lowest voltage of any node in the net-
work at time ¢. Assume that at some time g > 0, vpin(to) <
0. Then there must be some prior time ¢, when vy, and its
derivative with respect to time are both negative.

At time ¢, vmin(t,) is achieved by at least one node. If it
is achieved by more than one, at least one must have a negative
derivative. This node is characterized by having the lowest
voltage in the network, and also a negative derivative. The net
current flowing into this node from other nodes in the RC tree
is nonnegative, because the adjacent nodes, to which this node
is directly connected through resistors, are not at a lower po-
tential. This net current must flow into the capacitor at that
node, and therefore the rate of change of the node voltages is
nonnegative. This contradiction proves the impossibility of
the assumption above that a node voltage is negative.
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Equation (7) i to be. AP:IN e Df for any three nod oult =, deldr'>0
uation is to be proved. Note first, for any ¢ nodes ' o ’
i, j, and k in the network, that Ry is at least as large as both omMine(f, ) ® QU (- 1), dx/dt’<0
Ry;and R;;. Also, Ry is at least as large as the lesser of Ry 0, dx/dt' =0. (49)
and Ry;. Thus _ The response y;(¢) is then bounded by
RuRjx ? RyR;;. : (40)
T ‘ x|,
Now note that, similar to (9) vmini(t, ¢ )‘d—t,‘ dt Ky(1)
()
dv
- = =L ' ax(¢’) .,
LrnO= 2 RuG @ <[t ) (50)
: 0
dy
1-0(0)= 3 RuG ot 42) REFERENCES
/

so that, because of (40) and the fact that y;(¢) is monotonic
Rull - ve()] - Rig[1 - 0;(0)]

dv
= 3 (RuRyx - RitRy) Ci‘;h—’
i

>0 . 43)
which immediately implies (7).

ApPENDIX E
Bou..ds for the response y;(f) of an RC tree to an arbitrary
excitation x(t) can be obtained from the upper and lower
bounds v,;(f) and vy(r) derived for the unit step response
v(2). :
First, the superposition integral can be used to obtain y,(¢)
as
t dX(t')
)= t-t')—==dt'
0 j; ol - )= 5dt
= v, () » dx/dt (“4)
where * denotes time convolution. From

o () Swi(r) < vy (1) 45)
one obtains

vii(t) » dx/dt'< y,(£) S v, () » dx/dt,

vy (1) » dx/dt y((t) < vy(t) » dx/dt,

dx/dt >0 (46)
dx/dt <0 (47)

where v,,(t) and v;(¢) are known analytically. From (46) it
can be seen that bounds for the ramp response can be obtained
simply by integrating the unit step bounds. Equations(46)and
(47) apply for monotonic inputs.

For the general case where the excitation x(¢) has both posi-
tive and negative slopes, one can define the following functions:

vult-t'), dx/dt’>0
omaxi(t. 1) =< vyt -¢t"), dx/dt'<0
0, dx/dt’ =0 (48)
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A NEW APPROACH TO TIMING ANALYSIS OF DIGITAL MOS IC'S.

John L. Wyatt, Jr.
Department of Electrical Engineering
and Computer Science ..
Massachusetts Institute of Technology
Cambridge, Hassaihusetts 02139
U.S.A.

ABSTRACT

The waveform bounding approach to fast timing analysis of
MOS VLSI circuits is discussed. The idea is to compute
rigorous closed-form expressions giving upper and lower
bounds for transient voltage waveforms, rather than exact
values. The goal is to enable rapid computation without
sacrificing user confidence in the results.

1. Backaround and Objectives

Existing approaches to timing analysis and simu- analysis at Stanford.
lation of digital integrated circuits fall, roughly
speaking, into three classes: I1. Response Bounds for Interconnect

i) HMethods such as SPICE 2 [1] and ASTAP [2], based
on essentially exact numerical solutions of the network's 2.1) Linear Interconnect Models
differential equations, are accurate and reliable, but

cuite slow in terms of the needs of tne VLSI era. This section summarizes the results obtained in
i) Soecialized M0S timing simulators 1ike MOTIS-C [10]. In this work an M0S signal distribution network

{31 and SPLICE [4] rely on table lookup of device as shown in Fig. ) is modelled as a brancned linear

cnaracteristics for speed, and save additional time RC line, i.e., an RC tree, as in Fig. 2.

by terminating a Newton-Raphson or similar interation

vefore convergence is reached. SPLICE is in addition Voo

& mixed-mode circuit, timing and logic simulator and

uses a selective trace algorithm to exploit latency. METAL [:

In botn these programs the termination of an iterative c

step prior to convergence saves time at the cost of soLY »oLr soLy

accuracy and, in some instances, of numerical —1[:

stability [5]. The improvement in speed over SPICE 2 oLy s
is typically one to two orders of magnitude for SPLICE —f [:
[4]) and about two orders of magnitude for MOTIS-C [6].

iii) More recently, some researchers are 4

exploring an alternate approach to timing analysis and GND

simuylasion based on a radically simplified electrical

gescription of the network. RSIM [7], CRYSTAL [8], Figure 1. Typical MOS signal-distribution network.
and Tv [9] fall at the far end of the speed-accuracy The inverter is shown driving three gates.
trageoff curve from SPICE 2. A MOSFET is typically et o)
represented in these programs by an extremely simpli- = = ¢
fied model: 3 Tinear resistor in series with a switch. lagndiiound

And a oolysilicon or diffusion 1ine is represented by

a lumped capacitance in RSIM, or by a delay in CRYSTAL l i
and TV obtained by simply averaging tne upper and - i
Tower delay bounds obtained by Rubinstein, Penfield, CE)

and Horowitz [10]. These programs are potentially |

very fast and have a numper of attractive user-oriented — T e A

features. The drawback, of course, is that there are —

no aosolute known limits to the error in their total

delay estimates. The user can never be sure the Figure 2. The linear RC tree shown above is a model for
answers they give are close enough. the network of Fig. 1. The voltage source

is a ynit step at time t = 0.
The objective of the waveform bounding approach

to timing analysis.and simulation is to combine the For any two nodes in the network, R;n is defined as the
computational speed that results from avoiding the sum of the resistances along the route consisting of.
numerical solution of differential equations with the intersection of the path from the input to node ¢
the user confidence in the result that comes from with the path from the inpyt to node m, as illustrated
rigorous error bounds. Qur attack on the timing in Fig. 3. The three time

analysis problem is based on a careful fundamental
study of the differential equations describing the
aynamics of gates, pass transistors, interconnect,
and the standard digital circuits constructed from
them.

The MIT group currently working on this project
includes Profs. Paul Penfield, John Wyatt, and Lance
Glassar and graduate students Charles Zukowski and
Paul Bassett. I[n addition, Mark Horewitz [10, 11] is
currently completing a dissertation on MOS timing

-1-
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Figure 3. Illustration of resistance temms. For this
network, R, ® Ry ¢ Ry, Ry = Ry + Ry + Ry,

and Rii = R.l + R2 + Rs.
constants used to derive response bounds are

T %0 P G m

os E Ryt Gk (@)
2

Tas EE (RE; C)Ryq (3)

where the summations are taken over all nodes of the
network._ The derivation in [10] shows that vy(t) <

vi(t) < Vi(t), for all t > 0, where vy(t) isthe actual

2ero state step response at any terminal node i, and
tne bounds v;(t) and v;(t) are given by

0. 0 <t Thy- To

) u Di
_V_i(u) nq] - t—’T;.IT , TDi-TRi < t < TD-TR" (4)

Tos
1 - TP— exp[(;P-TRi-t)/Tp]. TP-TRi <t
]""T——'.Oit<T.-TR1 (S)

1.
Ri
Ve ry e LGy Toyt)Tpyde By oy £ &

as illustrated in Fig. 4.

0 T'm-TR1 TP-TRi t-

Figure 4. Form of the bounds, with the distance from
the exact solution exaggerated for clarity.

The time required to compute these bounds grows only
linearly with the number of elements in the network.
Recent applications of this result include [3, 9, 12].
The ultimate goal of this portion of the project is

to derive a hierarchy of such bounds, permitting the
user to trade off accuracy for computation time.

2.2) Nonlinearities Affecting Interconnect

The linear circuit model in Fig. 2 fails to incor-

porate three types of nonlinearities present in Fig. 1
or related circuits: the nonlinear output resistance
of the inverter, the nonlinear gate-to-channel capaci-

tance of the MOSFET loads, and the nonlinear capacitance

from any diffusion line to substrate. This section
describes recent work [13-16] that allows the bounds
for linear networks [10] to be applied to RC lines
incorporating such nonlinearities. (Further research
is needed for branched lines, i.e. RC trees.)

Using the notation and sign conventions fllustrated

in Fig. 5, the

@ o4y (v,-vz) @ 1-92,(vz-v') @

o— ol > ~

4 ‘z"‘z":." ¥ onyiyy)

wo() " ! @

Figure 5. Two-capacitor example of a nonlinear, non-
uniform RC line.

state equations for any nonuniform, nonlinear lumped
RC line with N capacitors can be written in the form

1) 1 ‘ J
Y5 T GT [%n g9y gty
1<3=N ' (6)

where 910 0, Vpe) L e, and the capacitor constitu-
tive re]ations qj = hs(vy) are continuously
differentiable with Cj (éj) & hj (Vj) > 0 everywhere.
We assume the resistor curves are continuously
differentiadle, strict)y increasing, and pass through
the origin.

The state space for (6
of capacitor voltages v ¢ R™, The four subsets of
the state space defined below play a key role in the
theoretical development [15].

Def. 1
Phyc R jvp0, 15N (n
Lle) &y ¢ B jvice, 15§ (8)
sple) &ty e RV jvievy ) 1<ih) (9)
Tile) gy e B V520 in (6), 1<i<N; (10)

See Figs. 6-9. Roughly speaking, P is the set of a1l

Y2

/
4/
G

/.

4
R4
,

"

Figure 6. The set P for the network in Fig. 5.

is the set of all vectors
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Figure 7. The set L{e) for the network in Fig. 5, when
e=3v,
v
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Figure 8. The set Sy(e) for the network in Fig. 5, when
e 3Y.

['z

{3.3)

Figure 9. The set Ty(e) for the network in Fig. 5, if
both resistors are 12 and e=3v,

vectors of positive capacitor voltages, L(e) is the set
of all vectors of capacitor voltages less than e, sile)
consists of spatiallv increasing voltages as one
traverses the line in the direction of the source, and
Ti(e) consists of temporally increasing (non-dis-
charging) voltages.

Def. 2

. For a vector ordinary differential equation

x= f(x, t), x ¢ BY, a (possibly time-dependent) set
o; states S{t} ¢ RN, is positive invariant iff for
all ¢y > 0,

x(ty)es(ty) = x(t)eS(t), for 211 t > t,.

Roughly speaking, a positive invariant set is a
"tage” that traps every trajectory that enters it.
Positive fnvariant sets give us information about the
location of trajectories without requiring that we
solve the network differential equations.

Lerma 1 15

For any nonlinear, nonuniform RC line, if e{t) is
cantinuously differentisble, e(t) > 0, and e(t) > O for
t > 0, then P,L(e), Si(e) and Ty(e] are all positive
invariant,

From Lemma 1 we conclude, for example, that at
any instant during an “up” transition from equilibrium,
vi(t) 20, vi(t) < e, vJ(t) £ ¥y (t) and vj(t) >0,

T<§ N

The following partial orderings let us compare the
resistances of nonlinear resistors and the capacitances
of nonlinear capacitors [16].

Def. 3

For 2 collection of 2-terminal nonlinear resistors,
with Ry characterized by isgj(v), we say Rq SRy iff
[95(v)”- gx{v)] v > 0, for all v. For non inear
capacitors, with Cy characterized by 1 = Ci(v)v, we
say CJ L Cx iff C,%v) < Ca(v) for each v.

Thus we compare large~signal (or “chord”)
resistances, but incremental capacitances. See Fig.
10. Using Lemma 1 and Def, 3, we can formulate

1 b

iz

Figure 10. Resistor R, is characterized by i = gy(v),
k = 1,2,3." Resistors Ry and Ry pass
current more easily than Rq, f.e. R3 is a
larger resistor than the ogher two. No
such global comparison between Ry and R
is possible.

and prove [16] the

Monotone Response Theorem for Nonlinear
Nonuniform RC Lines.

Given a nonlinear RC line as described above.
Suppase that (because of circuit parameter uncertainty,
the use of linearized models for nonlinear elements,
replacing the exact input by input bounds, etc.,) we
do one or more of the following:

a) overestimate the input e(t),
b) underestimate one or more R's,
¢) underestimate one or more C's.

The resulting circuit model will then necessarily
overestimate the output v;(t) at each instant ¢
during "up" transitions (1.e., during transitions
wnere e > 0, e > 0 throughout.)

A similar result holds for "down" transitions and
estimate errors of the opposite sion. Using part a)
of the assumptions, this tneorem allows us to
computationally propagate upper and lower signal bounds
through the network. Using parts b) and ¢), it
allows us to replace a nonlinear line by two linear
ones, one strictly faster and one strictly slower, to
which the linear network bounds {4,5) in turmn apply.
We have not yet succeeded in finding a generalization
of this result that will apply to nonlinear RC trees.

111. An Approach to Waveform Boundin
) 5orfggs Lodic Gates
The results reported here are due to Charles

Zukowski, and apply to MOS device models of the
form

fo* [ flvggs vop vsg)s (n

where 0,6,5 and B refer to drain, gate, source and
substrate, respectively. For specificity we consider




only n-channel devices in this paper. No special
algebraic form for f is assumed, only that f is
continuously differentiable and satisfies the natural
monotonicity conditions

3f af .

Vea 20 " Vo8 20, Wep <0
everywhere. Thus a wide variety of device models are
allowed, with the exception that {11) does not allow
for short-channel effects.

Qur approach will be to reduce a multiple-input
logic gate by steps to an “equivalent bounding
inverter" and then to find bounds for the response of
this inverter.

3.1) Reduction of Series-Parallel Transistor Network
to "Equivaient Bounding Iransistor”

if

(12)

We have developed a method for reducing any series-

parallel transistor network to a single “equivalent
bounding transistor.” Using the technique recursively,
one can replace the pullup or pulldown network of a
multiple-inpyt gate by a2 single transistor and have
rigorous bounds for the error produced by this
simplification.

For example, a parallel connection of N
transistors, all identical except for widths, lengths
and gate voltages, satisfies

2, .
i = f(Vggs Vpgs Vsp) *
Now
!
s G5 f(vgas» Vos* Yse)»
where 7&: is the vector of gate voltages. We have
oroven that, because of the assymptions (12), there
exist Weq» Leq independent of v?g. and vgp and vGa
that devend on vgg, such that (13) can be replaced by
the simpler bounds .

!:.mf(
eq

(13)

Yo+ Vpp Vse) <1<

W
£
eq
for a1l vgg > vgp, describing a single transistor
with a range of %ate voltages. The function f is the

same throughout (13) and (14). Figure 11 illustrates
tnis process for N = 2,

Vear Vos* Ysa!® (14)

Figure 11. Replacing a parallel transistor network by
an "equivalent bounding transistor". The
cost of this simpliffication is that the
exact value of i for the network on the left
is replaced by a range of values in the
simpler model corresponding to vgg < vgg <

VGB.

3.2) Reducing a Multiple-Input Gate to an "Equivalent
gounging inverter

A gate can be modelled as an “equivalent bounding
inverter’ by performing the reduction outlined in
seczion 3.1 on both the pullup and pulldown networks,
regucing each to a single transistor. Initial trials,
comparing the result with SPICE simulations of the

original network, indicate that the resulting bounds
for igut (vout) differ from the exact values by only
about + 10% for practical circuits.

3.3) Bounding the Response of an Inverter and Load to
nput Transitions

When applied to some multiple-input gates, the
reduction procedure described in the previous two
subsections may yield an inverter in which the pullup
gate is externally driven. But for simplicity we
consider here only the case of a standard NMOS
depletion - load inverter as in Fig. 12.

to lead
{single casecitar
or RC tree)

Figure 12. Depletion-load inverter.

To bound the response time of the loaded
inverter we need simple bounds on the function igyt
(vques Vin)s which is the difference of the pullup
ana 5ul1down currents:

JoutMout* Yin) * ToulVour) = TpalVour® Vin) (15)
Simple linear bounds on both the pullup and pulldown
currents are shown in Fig. 13. The resulting bounds
for the output curve igyt(v,,,.) depend on vin(t).

Yhigh

Figure 13. Simple linear bounds on the pullup and
pulldown currents. The latter depend on
Vine and hence on t.

Initial simulations using this approach indicate that
the delay bounds for these simplified models differ
from the delays obtained from SPICE simulations by
about + 15%.

IV. Further Work in Progress

Much work remains to be done before the
theoretical basis for the waveform bounding approach
to timing analysis is complete. Among the larger
remaining probliems are:

1. extending the Penfield-Rubinstein bounds to
incorporate time-va:xin§ source resistances, such as
those modelling the pulldown current in Fig. 13,

2. finding bounds for the response of an RC tree
containing pass transistors,

3. investigating the tolerance in the bounds
obtained so far and finding tignter ones where
necessary, and

4. incorporating effects of the Miller capvaci-
tance into bounds.
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Electrical characterization of (Al,In)As ion implanted with Be and Si following low and high dose
multiple energy implant schedules, and annealed between 740 and 815 °C with a pyrolytic silicon
dioxide cap is reported. Only very low activation of Be is achieved ( < 3%). Silicon activation is

considerably higher { > 40%) and increases with increasing anneal temperature. However, a high
concentration n-type surface layer is found on samples annealed at 815 °C. This surface layer is
not found on similarly annealed samples which were not implanted, or which were implanted

with phosphorus.
PACS numbers: 61.70.Tm, 72.80.Ey

INTRODUCTION

Recent interest in the ITI-V heterojunction structures
for high performance microwave' and optoelectronic de-
vices® and also for high speed transistor logic® has increased
the need for lattice-matched compound semiconductor ma-
terials. Various systems, such as GaAs/(Al,Ga)As and InP/
(In,Ga)(As,P), have been utilized. Another quaternary sys-
tem is {Al,Ga,In)As which has a wider maximum band gap
(1.53 eV*) than InP (1.35 eV) at 300 °K, and most important-
ly can be grown lattice matched to (In,Ga)As and to InP
substrates by both molecular beam epitaxy (MBE)® and met-
al organic chemical vapor desposition (MOCVD)® as an at-
tractive alternative to the phosphorus containing (In,
Ga)(As,P) for the epitaxial layers in heterojunction struc-
tures. Since this quaternary contains only one group V ele-
ment, As, which is much less volatile than phosphorus, it
may also be preferred to InP because of its stability during
high temperature processing. Doping of the wide band-gap
ternary limit of this quarternary, Al . Ing 5, As with silicon,
tin, and beryllium during MBE growth has been reported.**
Selective doping of this material by ion implantation or dif-
fusion is, however, also required for forming n- and p-type
regions in device work. In this letter, we discuss for the first
time the implantation and annealing of Si and Be in

Alj 4 Ing 5z As.

PROCEDURES

Room temperature ion implantation was done on 1.8
2-um-thick (AlLIn)As undoped layers grown on (100) ori-
ented S-doped and as well as Fe-doped InP substrates by
MBE. The layers were semi-insulating, having resistivity
greater than 10’ 2 cm.

Two multiple energy Si implant schedules were used: a
“low" dose implant for creating a low carrier concentration
n layer and a “high’* dose implant for a high carrier n layer.
For Be, a single two-energy implant schedule was used.
These schedules are detailed in Table 1.

To anneal the samples, a thin layer (~40 nm) of pyroly-
tically grown SiO, was deposited on the implanted surface,

* Also at Bell Laboratories, Murray Hill, NJ 07974.
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and the samples were annealed in a forming gas atmosphere
for 15-20 min at various temperatures ranging from 740 to
815°C.

The carrier concentration and mobility of the silicon
implanted layer was profiled using differential Hall mea-
surements.'? After each measurement ~22-88 nm of the
material was removed by using an etching solution of H,O,
H.SO,, and H,0, (145:4:1 by volume) for 10-40 sec {etch
rate: 2.2 nm/sec) and then the measurement was repeated.
C-V measurements on Au Schottky diodes were used to de-
termine the implanted Be profile.!! Here also the repeated
etch-and-measure technique was used. Thickness measure-
ments on a control sample etched simultaneously with the
above samples were used to determine the thickness etched
off and flatness of the surface.

EXPERIMENTAL RESULTS

The measured doping profiles of the silicon implants
are shown in Fig. 1. The two dotted curves are the silicon
profiles predicted by Lindhard-Scharff-Schiott (LSS) the-
ory.'® The upper dotted curve represents the LSS profile for
the high dose silicon implant schedule. The upper three solid
curves passing through the experimental points are the mea-
sured doping profiles for the high dose schedule annealed at
three different temperatures, 740, 760, and 815 °C, for 15,
20, and 20 min, respectively. The lower solid curve presents

TABLEI. Silicon and beryllium multiple energy implant schedules used to
dope (Al In)As n and p type. All implants were performed with the sub-
strates nominally at room temperature. The anneal procedures used are de-
tailed in the text.

Energy Dose

Schedule (keV) [X10= " em—?)
Silicon low dose 100 1.06
250 2.66
Silicon high dose 100 5.60
250 14.0
Beryllium 50 5.35
120 9.18
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FIG. 1. Doping profiles of silicon implanted into {AlInjAs. The dotted
curves indicate the profiles expected on the basis of LSS theory for the high
and low dose schedules presented in Table 1. The solid curves passing
through the data points are the experimentally measured profiles for sam-
ples implanted with the high dose schedule annealed at 740 °C for 15 min
(). 760 °C for 20 min (@), and at 815 °C for 20 min {A ), and with the low
dose schedule and annealed at 750 °C for 20 min (/). A pyrolytically depos-
ited SiO, cap was used during all anneals.

the measured doping profile for the low dose schedule an-
nealed at 750 °C for 20 min. The mobility profiles corre-
sponding to the samples and data in Fig. 1 are presented in
Fig. 2.
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FIG. 1. Room temperature electron Hail mobility profiies corresponding to
the silicon doping profiles presented in Fig. 1. The notation used in this
figure is the same as in Fig. 1.

4378 J. Appl. Phys,, Vol. 54, No. 8, August 1963

76 )

1020 T T l T | T
- Be IMPLANTED Alg4g Ings2 As
i E 103
Dosex10"
__lowe- (rn:r\?)y fem-2)
[.2] ¢
g - Beugoo 3.7
"S' ® N4 740°C, 15min
5 ' A Nj 815°C ,20min
<= 0.l k! -
g 0%
3 o =L,:,o"\\ : /LSS Profile |
= [} '.
- ) H
- \ H
Insuiating ¢
|ols [ NN T A N A T R T I D
O 02 04 06 08 10 12 14
Depth (m)

FIG. 3. Doping profiles of beryllium implanted into {Al,In)As. The dotted
curve is the profile predicted by LSS theory and the solid and dashed curve
is drawn through the experimental data. Measurements on two samples,
one annealed 15 min at 740 °C (@), and the other annealed 20 min at 815 °C
{4 ), are presented.

The doping profiles measured by C-¥ measurements on
the Be-implanted samples are presented in Fig. 3 along with
the profile predicted by LSS theory (dotted line). Three data
points for a sample annealed 15 min at 740 °C and one for a
sample annealed 20 min at 815 *C are shown, along with a
solid curve indicating the corresponding doping profile. A
comparison of the areas under the measured profile and the
LSS profile indicate an activation efficiency of approximate-
ly 3%.

Asaresult of the observation of the high carrier concen-
tration near the surface of the Si-implanted samples an-
nealed at 815 °C (see Fig. 1), additional annealing experi-
ments were performed on unimplanted and phosphorous
implanted samples. The results of these studies will be pre-
sented and discussed in the Discussion section which fol-
lows.

_ DISCUSSION

Looking first at Fig. 1, the Si implant profiles, and spe-
cifically the measured curves, it is seen that as the annealing
temperature is increased, the profiles fall off more sharply,
¢.8., tne tail of the implant profile annealed at 740 *C extends
furthest into the material, whereas the one annealed at
815 °C does the least. This observation is consistent with si-
milar phenomenon in (In,Ga)As reported elsewher..'"

The experimental profiles for the higher dose schedule
close to the surface indicate a very high carrier concentration

Choudhury et 8/. 4375




near the surface, similar to the conducting layer which has
also been reported by Davies ez al. in the case of furnace
annealed silicon implanted InP.'? This phenomenon artifi-
cally increases the apparent activation efficiency to more
than 100%. In our case, the higher dose implant annealed at
815 °C has an apparent activation of about 400% while the
samples annealed at 760 and 740 °C show 97% and 47%
activation, respectively. The high activation efficiency in the
first case is due to the surface layer.

To better understand the presence of this high concen-
tration surface layer, an unimplanted sample of (Al,In)As
coated with 400 A of SiO, was annealed successively at 750,
785,and 815 °C for periods of 20 min and the sheet resistivity
was measured after the anneal at each temperature. The
sheet resistance was too high to be measured after the 20-min
anneal at 750 °C. Afier the additional 20 min at 785 °C, the
sheet resistance was 4.5X 10° 2 per square, and after an-
other 20 min at 815 °C the sheet resistance was 6.2 X 10* 2
per square. For comparison, the sheet resistance of a sample
implanted following the high dose Si schedule and annealed
at 815 °C was measured to be 372 {2 per square. This is =200
times lower than the unimplanted sample annealed at
815 °C, and is =5 times lower than the value of 1500~2000 £2
per square that would be expected if the conductivity was
due solely to full activation of implanted Si. There isclearly a
significant difference in the surface layer that forms on sam-
ples that have been implanted with silicon and on unim-
planted samples. :

To examine the role of the implantation damage in the
creation of the high concentration surface layer, the same
{Al,In)As sample was implanted with phosphorus following
the high dose schedule. Phosphorus was chosen because it is
adjacent to Si in the periodic table, and should be electroni-
cally relatively inert in (Al,In}As. A pyrolytic SiO, layer {40
nm thick) was deposited on the surface and the sample was
annealed 20 min at 815 °C. After the SiO, was removed, the
sheet resistance was measured to be 2 X 10* 2 per square.
This is lower than before by approximately 3 times but still
much higher than for the Si-implanted samples.

It should be noted that a high concentration n-type sur-
face layer was not observed when the Be-implanted sample
was annealed at 815 °C either. Thus, we can conclude that
the damage caused to the surface during ion implantation is
in itself not sufficient to result in a high concentration sur-
face layer after an 815 °C anneal. It seems either that the
presence of Si contributes to the surface change, or that the
presence of P and/or Be aids in stabilizing the surface.

While the high dose Si implants all show a high surface
concentration, there is no evidence of a high concentration
surface layer on the sample implanted following the low dose
schedule. The activation efficiency for this lower dose im-
plantis only 23%. Although this activation is lower than the
comparatle activation of silicoi: implants in InP or GaAs,
this may be related to the high:- band gap of this material.
Annealing at higher tempera:urzs or implanting with the
substrates heated, may consegusantly improve the activation
efficiency.

Looking now at Fig. 2, the mobility data, if this figure is
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viewed along with Fig. 1, it is noted that the profiles having
the lowest carrier concentration have the highest mobility

_and vice versa, with the exception of the high dose sample

annealed at 740 °C. This sample has the highest mobility
although the carrier concentration of the low dose sample is
lower. This diiference may simply reflect variations in the
initial epitaxial layers. The mobility values at different con-
centration levels are in very good agreement with the report-
ed mobility of tin’ and silicon® doped MBE-grown
(ALIn)As. The lower values of the mobility deeper into the
material viewed along with the lower implant activation in
that region is felt to be indicative of the fact that significant
damage still remains after annealing.

Turning now to the Be implant data, Fig. 3, the activa-
tion was found to be only 2.7%. The depth of the profile is
also very shallow. Annealing at a higher temperature
(815 °C) did not help change the sheet resistance or concen-
tration appreciably. It is reported that for (In,Ga)As,"!
InP,'? and GaAs (Ref. 14} the activation of Be is always
much less than that of Si. Possibly a similar phenomenon is
occurring here. (Al,In)As, having higher band gap than any
of those materials, would be expected to require still higher
anneal tempertures and show even lower activation.

CONCLUSIONS AND SUMMARY

This work has demonstrated that it is possible to dope
{AlIn)As n- and p-type with ion implantation. The general
behavior of ion implanted silicon and beryllium is in many
ways similar in this material to what it is in related III.V
compounds, but as with other III-V’s, the need for addi-
tional research on ion implantation and annealing technol-
oges is also clear. )

Activation in the case of Be impiantation is very low,

approximately 3%, and the activation of Si is also low,

=40%, although it is much higher than that of Be. Increas-
ing the post-implant anneal temperature from 740 to 815 °C
did not increase the Be activation but did increase slightly
the Si activation and the associated carrier mobilities.

The most significant result of the higher anneal tem-
perature was the appearance of a high concentration surface
layer on the Si-implanted samples. This effect was not ob-
served when unimplanted samples, and samples implanted
with phosphorus (at the same doses and energies) and beryili-
um (similar dose but lower energies), were similarly an-
nealed. Experiments directed at determining the reasons for
this different behavior and thereby ways of stabilizing the
surface, are planned. If, for example, implanting P does sta-
bilize the surface, then no high concentration layer should be
found when Si and P are implanted together. If it is Si itself
which causes the problem, then a high concentration layer
would be expected even when P and Si are both impianted.
To help further determine the roles played by damage and
the various ionic species in causing or preventing surface
changes during the anneal, proton bombardment could also
be used to damage the surface. The effect of reducing the
implant energies must also be considered.

The observation of surface changes is important to the
more general issue of increasing the activation efficiency of

Choudhury et a/. 4376
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any species because the present results indicate that still
higher anneal temperatures should be considered. This, and
the use of substrate heating during implantation would ap-
pear to be logical steps-to take in attempting to increase the
activation and mobilities, reduce the sheet resistances, and
remove implant damage.
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Rapid thermal annealing of Se and Be implanted InP using an ultrahigh power

. argon arc lamp
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A 100-kW water-walled dc argon arc lamp has been used for the first time to post anneal ion-
implanted InP samples. Temperatures as high as 925 *C and short cycle times (3 and 10s) are used
for the process. Se and Be were ion implanted into room temperature and hot substrate InP
samples. A sputter deposited SiO, layer, 120 mm thick, covering all wafer surfaces was used as an
encapsulant during the lamp anneal. Hot substrate Se implants (400 keV, 1.8 X 10" cm =2, 200 °C)
show an average mobility of 1415 cm?/Vs and an activation of ~63%, and room-temperature Be
implants (50 keV, 3.35X 10'* cm~2 and 150 keV, 5.74 X 10" cm™?) an average mobility of 83
cm?/Vs and activation of ~45%. This annealing technique is straightforward and gives
activations and mobilities comparable to, or better than, the best furnace anneals with sharp

profiles and simplified surface encapsulation.

PACS numbers: 61.70.Tm, 72.80.Ey, 81.40.Ef, 81.40.Rs

The development of ion implantation technology for
InP is very important because of its potential use in the fabri-
cation of optoelectronic and microwave devices. Post-im-
plant annealing of the implanted material to remove the un-
wanted damage introduced during ion implantation is
perhaps the most important step in the entire process. An-
nealing of ion-implanted InP has previously been reported
using a conventional furnace,'? pulsed laser beams,’ puised
electron beams,* and a graphite strip heater.® In this letter,
we present for the first time the mobility and carrier concen-
tration profiles for room-temperature and hot (200 °C) Se
and Be implants in InP annealed using an uitrahigh power
water-walled dc argon arc lamp for